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Series Preface

Crisis and conflict open up opportunities for liberation. In the early
twenty-first century, these moments are marked by struggles enacted over
and across the boundaries of the virtual, the digital, the actual and the real.
Digital cultures and politics connect people even as they simultaneously
place them under surveillance and allow their lives to be mined for
advertising. This series aims to intervene in such cultural and political
conjunctures. It will feature critical explorations of the new terrains and
practices of resistance, producing critical and informed explorations of
the possibilities for revolt and liberation.

Emerging research on digital cultures and politics investigates the
effects of the widespread digitisation of increasing numbers of cultural
objects, the new channels of communication swirling around us and the
changing means of producing, remixing and distributing digital objects.
This research tends to oscillate between agendas of hope, that make
remarkable claims for increased participation, and agendas of fear, that
assume expanded repression and commodification. To avoid the opposites
of hope and fear, the books in this series aggregate around the idea of
the barricade. As sources of enclosure as well as defences for liberated
space, barricades are erected where struggles are fierce and the stakes are
high. They are necessarily partisan divides, different politicisations and
deployments of a common surface. In this sense, new media objects, their
networked circuits and settings, as well as their material, informational,
and biological carriers all act as digital barricades.

Jodi Dean, Joss Hands and Tim Jordan
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Introduction:
Information as a Politics

Information as a politics of exploitation and liberation is now central
to the twenty-first century. The signs of this are around us: the privacy
implications of Google and Facebook; the endless ‘terms of service’ that
we do not read but which all too often claim rights over our information;
the clouds that never rain; automated blocking of websites put in place by
ISPs; the centrifuges in Iran spinning out of control to explode because
of the Stuxnet worm; Green Dam and the great firewall in China; the
NSA spying on everyone. All these, and more, are signs of an information
politics at the core of living in the twenty-first century.

Sometimes examples and events link together, such as when some
proclaimed an ‘information war’ in 2010-11. At that time, there was the
controversy of US State Department cables leaked by WikiLeaks and then
US government retaliation by proxy when companies such as MasterCard
withdrew their services to WikiLeaks. Online retaliation against these
attacks soon followed, with attempts to close down MasterCard’s and
other companies” websites. A second front was opened when, a little
later, web-pages were blacked out around the world in protest against
legislation, going under various names such as SOPA/PIPA/ACTA, that
was held to be creating greater censorship of the internet. Around the
same time, hackers within the movement Anonymous created ‘digital care
packages’ that offered the promise of secure communication to Tunisian
protesters as the Arab Spring switched into high gear. In 2010 and 2011,
the drumbeats could be heard behind these events, calling up the spectre
of war in the information sphere. From John Perry Barlow’s tweet, ‘The
first serious infowar is now engaged. The field of battle is WikiLeaks. You
are the troops. #WikiLeaks’ (Barlow 2010), to the pronouncements of
Anonymous, the idea took hold that conflict in the infosphere had been
let loose. Soon battles were joined, offensives launched — such as LulzSec’s
‘50 days of lulz’ campaign — defeats inflicted and victories claimed.

A proclaimed ‘information war’ is one symbol of the rise in importance
of a politics of information, but even without the martial theme attention

is often grabbed by talk about networks, search and social media. It may
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be the publicity given to a new technological device being released —
Google Glass, the latest iPhone — or it may be a debate about the effect of
trolling and bullying online. A huge cybercrime might be splashed across
the front pages of websites and newspapers. Taken together these are not
just instances of an information society but are examples of the rise of a
political antagonism of information. I argue in this book for the recognition
and analysis of a type of antagonistic politics that arises wherever digital
media and cultural objects are combined with the distributive and
communicative powers of the internet. I make this argument all the while
being sure that this information politics does not supersede and is not
disconnected from other struggles, such as the ongoing bitter struggle
of capital and labour, the revisions of life in which male and female are
both produced and in which their freedoms and servilities are created,
the racisms that rebound into the twenty-first century making scandals
like ‘ethnic cleansing’ part of our vocabulary, or any of the other vital
struggles through which we may create our liberations or be subjected
into subservience. My claim, and the purpose behind this book, is that
information has become one of these ongoing conflicts of exploitation and
liberation as part of a multiple politics.

None of these political antagonisms offer up their internal dynamics
for understanding without an analysis that both focuses on their specific
nature and connects that nature to the dynamics flowing from other kinds
of exploitations. The analytic complexity that must be navigated is to
abstract the forces of a politics in a way that both honours the specificity
of a particular struggle but does not also then assume that this struggle
is either the only kind of politics or is the dominant form of politics that
integrates all others. Such complexities are familiar in the history of
resistance and liberation, one need only remember the mutual but also
vexed relationship between feminism and socialism to recognise that
this problem of thought has occurred before (Rowbotham, Segal and
Wainwright 1979). Abstractly examining a politics of a particular form
of exploitation and liberation, so that its nature can be understood, and
then connecting that nature back to the politics of other exploitations
is the double move that is needed. Only in this way can we understand
the meaning of the deep inflection in the nature of ‘information’ and of
exploitation and liberation that has been wrought by the connection of
digitisation and the digital to the internet.

It is important even at this early stage to be clear that my analysis,
because it is framed within many forms of power and exploitation, is not
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arguing that information politics is the new ‘master’ or all-encompassing
frame of political conflict that will reconcile and integrate all forms of
exploitation and liberation. Rather, I am arguing that there are many forms
of exploitation, and so also of liberation, among which we should now
count ‘information’. No one form of exploitation should be expected to
encompass all others, instead multiple analyses of exploitation and power
are needed. Amid this multiple exploration my arguments seek to locate
the specificity of information as a form of exploitation and liberation in
the twenty-first century, while also at no point denying the importance
of many other exploitations and liberations. How these different political
antagonisms inter-relate and may or may not connect is a further issue
that will be examined in the following.

But too much has been said already! What is a ‘political antagonism’?
And if there are several such antagonisms, what does it mean to talk of many
political antagonisms constituting the politics of liberation? Moreover,
what is referred to by ‘digitisation, the digital and the internet’> With so
much thought and analysis already devoted to them, surely they could be
more clearly defined? This first chapter will answer such questions by
framing information as a politics in the following way. First, a brief outline
of political antagonisms as the field of repression and liberation will be
given. Second, the problem of understanding information as a political
antagonism will be outlined in two parts; first, by defining information
and, second, by outlining the particular information conjuncture formed
by digitisation, digital and the internet. Finally in this chapter, I will
preview the whole argument of the book by presenting it condensed into
eight principles. These will present a first broad map of the information
politics that the following chapters will examine and establish in detail, in
four parts. First, an abstract theory of the dynamics of information politics
will be given across three chapters linking the concepts of recursion,
devices and networks and protocols. Second, particular recurring patterns
of these dynamics will be examined, again in three chapters, as platforms
specifically looking at clouds, securitisation and social media. Third,
particular case studies will give concrete examples of information politics
in three chapters exploring the relations between information and other
political antagonisms. The three case studies will be the iPad, a moment
of death in online gaming, and the hacktivist movement. Finally, I will
propose a theory of information liberation and exploitation that draws the
preceding analyses together.
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The Politics of Many

The first stage of my argument is to outline the politics of many forms of
exploitation and liberation. This can be seen in a political moment, such as
a demonstration, where there will be many kinds of politics at play. In any
protest different values are being contested, even as all contribute in some
way to the broad banner that demonstration marches under: there may be
local chapters of trade unions; green groups of various types, some locally
based and some of the global-NGO type; splinter groups and anarchists;
sub-cultures defined by music or clothes; and, since around 2010, it will
not seem unusual to see the flag of online activist movement Anonymous
flying proudly as feet tread the streets. Such a multiplicity will be taken for
granted by nearly everyone familiar with protest.

In such moments there will be many assertions of the ‘opposition’;
almost certainly capitalism will be challenged by different groups, the
need for a green revolution may be asserted, colonialism or racism will be
attacked depending on the protest, and many hybrids of and connections
between such identifications may be claimed. Analysts will often place
these multiplicities into frameworks that unite and draw them together,
seeking out central dynamics that allow the multiplicities to be better
understood and in some cases to be brought together into one complex
struggle. Moments such as a demonstration reference this ongoing
conversation between the fragments and an imputed whole through which
activists try to make sense of the possibilities for resistance and liberation.

The recurrence of these multiplicities, and the often contested nature
of theories arguing for one form of exploitation and liberation, point to a
different possibility than that of assuming there must be a conversation
between fragments and whole. A path to understanding radicalism that
offers an alternative, and also rich, tradition is one that refuses to draw
together protests and struggles in a search for a core or fundamental
conflict and instead suggests that struggles cannot be reconciled. Indeed,
this tradition argues that such reconciliation is itself problematic because
it requires the reduction of struggles in a way that puts them within and
valued as part of one struggle. From this point of view, the assumption that
there is a whole that understands liberation does not mean finding the true
meaning of the fragments but removes their necessary complexity and,
most importantly, removes the chance of seeing each struggle for its own
dynamics. Instead of relations between fragments and whole this different
tradition asserts that there is a field of struggle within which each kind of
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political conflict must be understood both for itself and its own meanings
from which non-reductive relations to other struggles may be grasped.

If, for example, we look at a struggle such as ‘don’t ask, don't tell’, in
which gay, lesbian, bisexual and transgender members of the US military
were tolerated on the condition of invisibility, we see a struggle that recurs
within the politics of sexuality. This example outlines the meaning of
struggle and antagonism here because the visibility, and hence normative
status, of heterosexuality — particularly a kind of heterosexual masculinity
— was created and maintained only at the cost of the invisibility of other
sexualities. Visibility is not the only struggle in relation to sexuality, and
it may have multiple meanings not always involving the equation of
invisibility with oppression, but it was how the axis of struggle worked
in this case (Britton and Williams 1995). The model suggested here
is that one group must lose something to ensure that something else is
gained by another dominant or exploiting group. This seemingly simple
analytic structure can be seen recurring across radical politics: in class
capital exploits workers’ time; in patriarchy men benefit by extracting
relations to child-rearing and domestic labour from women; in green
politics rainforests do not disappear for the sheer pleasure of destruction
but to fuel a pollution-dependent model of growth that disproportionately
benefits certain elites.

To understand social relations as exploitation means defining the
relations between groups in which one group benefits by extracting
something from another group that is thereby impoverished. Such
relations I will call the ‘dynamics’ or forces’ that run through a political
antagonism fuelling not only exploitations but also reflecting a fluidity
which allows both resistance to exploitation and conceptions of a different
liberated world to exist. Forms of exploitation can then only be understood
within the particular dynamics of a political antagonism drawing on
characteristic kinds of relations — for example, that of alienated labour in
class politics, the control of women’s bodies in gender, or struggles over
visibility in gay, lesbian, bisexual and transgender politics. A few remarks
are now needed about what is meant by dynamics and forces, which will
then allow the following analysis to pose the question of what kinds of
specific forces an information world generates and is generated by.

Conceptualising the nature of forces and dynamics that underpin
exploitations helps to establish what is under discussion, but also opens
up the danger of a theoretical framing taking on issues of such complexity
and dispute that the core topic of information politics will be deferred.
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The danger is worth acknowledging and sets limits on what this short
discussion will claim, but the opportunity is important, for without some,
even introductory, sense of what is meant by ‘force’ it will be difficult to
understand the arguments of the following chapters. To keep the discussion
appropriately brief, I will limit it to drawing on the idea of force as derived
from Deleuze and Foucault’s work, which will also have the advantage of
being conceptually consistent with the account of information given in
the next section.

Inter-relations that produce inequalities between groups are the forces
that are important for this analysis. This sense of force is found in the re-
interpretation of Nietzsche associated with Deleuze and Foucault:

Humanity does not gradually progress from combat to combat until it
arrives at universal reciprocity, where the rule of law finally replaces
warfare; humanity installs each of its violences in a system of rules and
thus proceeds from domination to domination.

The nature of these rules allows violence to be inflicted on violence
and the resurgence of new forces that are sufficiently strong to dominate
those in power. (Foucault 1977: 151)

Forces are those relations in which dominations emerge. Tracing those
forces should then offer insights into the nature of a political antagonism,
and such a tracing should map out some of the abstract relations that
constitute a theory of exploitation. Further, Deleuze argues for the
importance of understanding in Nietzsche a general semiology in which
all kinds of phenomena - things, organisms, societies, cultures — are
reflections of states of forces. “We can ask, for any given thing, what state
of exterior and interior forces it presupposes. Nietzsche was responsible
for creating a whole typology to distinguish active, acted and reactive
forces and to analyse their combinations’ (Deleuze 1983: x).

Deleuze argues for a Nietzsche that sees every body, and not just a
physical human body, as constituted by a ‘plurality of forces’ in which
some forces are dominant and others dominated. Active forces are those
forces that dominate and that produce differences, a key point that will
be returned to when conceptualising information, and reactive are those
that are dominated. But reactive forces are not passive nor do they lose the
characteristic of being forces. Reactive forces are in this sense those forces
that actively obey, and in doing so they reveal that no dominant force is
ever completely dominant because there is still something active in the



Introduction 7

reactive that is dominated, even where that activity is to be dominated
(Deleuze 1983: 40-1). The use of such a typology can be seen in Deleuze’s
outline of the Nietzschean concept of ressentiment, which is where a
reactive force appears in the place of an active and produces a particular
kind of body in which being dominated takes the dominant role and forms
a relationship only between reactive forces, abstracting and divorcing
active forces.

In the normal or healthy state the role of reactive forces is always to
limit action. They divide, delay or hinder it by means of another action
whose effects we feel. But, conversely, active forces produce a burst of
creativity: they set it off at a chosen instant, at a favourable moment,
in a given direction, in order to carry out a quick and precise piece of
adjustment. (Deleuze 1983: 111)

Ressentiment is a body in which such creativity becomes impossible, as
each side of the dominant/dominated relation of forces is seeking delay
and hindrance and in which what appears to be active is reactive (Deleuze
1983: 114). Such relations are important as they make clear Deleuze’s
particular approach to creativity and activity through the sense in which
active forces are those that make differences. This will become central in
the next section when considering information as something that can only
appear when a difference is made. The concept of the body can also refer
only to recurrent patterns of forces as there is no relationship of active and
reactive that can be identified until that relationship is ongoing and can be
referred to other relationships for comparison. The Nietzschean concept
of the body will be interpreted in the following as a particular dynamic of
forces, with those forces understood as the quality of relations between
groups which define them as active or reactive.

Nietzsche, Deleuze and Foucault’s views offer a resource for defining
forces as relations in which domination may occur, as well as connecting
domination to recurrent patterns as bodies/dynamics and in understanding
domination as becoming reactive and so without creative abilities to
initiate differences. If we were to briefly consider this typology of active
and reactive forces in relation to other theories of exploitation, I could
draw attention to the intervention of Italian workerism that reconceptu-
alised labour and the worker, moving the latter away from being a passive
alienated subject and toward a subject capable of activity, even if that
activity is refusal (Berardi 2009: 21—5; Wright 2002). Instead of conceiving



8 Information Politics

of the body that is capitalism as a relation in which capital is active and
labour passive, within the typology outlined here labour is reconceived as
both reactive — that is, capable of activity but dominated or subjected to
the active force of capital — and as potentially active, because its kind of
reactivity involves activity that can turn into making a different dynamic
than that of capital-labour. This inter-relationship then offers an insight
into the nature of capitalism, just as the Italian workerists, and many of
the Autonomists who were inspired by them, argue that capitalism is an
unstable struggle between forces of capital and labour, and that this very
struggle, though it involves the exploitation of value-extraction, has the
potential to explode the body and produce new relations of force and a
socio-economic body in which labour could be the active force.

What I wish to take forward is the sense that what needs to be examined
are the dynamics, the recurrent patterns, of different forces that seek in
relation to other forces to be creative or to restrain creativity. This may
often be tied to the sense of struggle and battle that Deleuze draws from
Nietzsche, but it may also refer to less violent imagery that also stresses
differentiation and relational forces. To see this I can briefly look to other
theorists who, while not particularly drawing on Deleuze’s account of
forces, have also taken up what might be seen as a general affirmation of
creativity or differentiation in action. Most powerfully, I find in Haraway’s
work a critical attitude to a contemplative, internalised sense of existence
and a masculine understanding of struggle and contest, while also
affirming the creativity, difference-making and pure joy that is possible in
the intra-actions and inter-actions of beings of all kinds (Haraway 2008:
367-8). I have elsewhere argued that — combined with Levinas® ideas
about the multiple interactions of Selves and Others, which always take
the form of simultaneous conversation and a hostage-taking making them
always relations of both care and capture — Haraway’s sense of joy and
liveliness provides both an existential and cultural reading of bodies of all
sorts, as can be seen in her account of relating to another species (Jordan
2013a: 32—41).

Whom and what do I touch when I touch my dog? How is becoming
with a practice of becoming worldly? When species meet, the question
of how to inherit histories is pressing, and how to get on together is at
stake. Because I become with dogs, I am drawn into multispecies knots
that they are tied into and that they retie by their reciprocal action. My
premise is that touch ramifies and shapes accountability. Accountability,
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caring for, being affected, and entering into responsibility are not
ethical abstractions; these mundane prosaic things are the result of
having truck with each other ... Touch, regard, looking back, becoming
with — all these make us responsible in unpredictable ways for which
worlds take shape. (Haraway 2008: 35-6)

It would be misleading to see this as re-interpreting Haraway as a
Deleuzean analyst of forces, particularly as Haraway is at times powerfully
critical of Deleuze’s thought (Haraway 2008: 27-30). Instead I hope this
renders my interpretation of Deleuze, Foucault and Nietzsche’s theory of
forces and power into a more Haraway-like analysis that sees ‘becoming-
with’ and dynamics as relations not just of ‘force’ but also of ‘touch’. The
world of becoming-with is also one of differences, active and reactive, but
is a world in which force is only one term for such relations (Jordan 2011).
Levinas’ combination of care and capture addresses this range of inter-
relations of forces that may occur that may sometimes be those of battle
and hostage-taking and sometimes be more like conversation.

If we understand the analyst of forces as a semiologist or physician
seeking the symptoms and causes that make a particular body what it is,
then the following understanding of forces looks for interactions of all
kinds of entities, from technological to living, through whose multifarious
points of contact flow forces coloured as active or reactive and in whose
relations of both joy and domination, of caring for the Other and of taking
the Other hostage, we find forms of exploitation constituted. When forces
or touches flow so that some benefit and because of that benefit others are
impoverished, then we have a dynamic or body of exploitation. ‘Benefit’
must remain abstract or vague at this point because so many kinds of
benefit have been embedded in exploitations; for example, labour (of
several types), visibility and bodies have all been mentioned so far. This
conceptualisation offers a theory of what a political antagonism is within
what is assumed to be a political field of many such antagonisms. Trying to
grasp the dynamics and forces, the bodies and touches, of exploitation can
be done in relation to a number of political antagonisms and to understand
any one such antagonism it is crucial to focus on it to be able to grasp its
specificities. The aim in what follows is to find the culturally and socially
embedded, historically persistent dynamics that enable exploitations and
the potential for liberation and to do so in relation to information.

One of the characteristics of each political antagonism is that because
each is a frame through which culture and politics is viewed, the issue
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is not what particular aspects of social conflict are encompassed by an
antagonism but how such aspects are understood and organised in
relation to other elements of social conflict. Each antagonism understands
all of society but each also understands society differently. It may then
seem a puzzle what each antagonism may leave out, in the sense that
there is likely to be something about any element of society that is
relevant to an antagonism. What is different is how each element will be
understood within the frame of each antagonism. For example, within a
class analysis, domestic labour may be understood as the reproduction
of labour power and the maintenance of a reserve army of labour, but
may be framed differently within a gender analysis as the destruction of
female self-regard, as in de Beauvoir’s comment that house work is an
endless ‘refusal of life’, and an essential support to public male power in
patriarchy (de Beauvoir 2010: 488). Both views of domestic labour carry
truths but are framed differently by the antagonisms of class or gender.
The question may then be asked of a political antagonism ‘what does it not
cover that others do?’, and the answer is that it may cover all things other
antagonisms may cover but not in the same way. Information is likely to
be present in nearly all aspects of life, as are class, gender, race, sexuality
and more, but in each case it is the nature of the view we gain by looking at
an aspect of life for its role in information exploitation and liberation that
is key for understanding information exploitation and liberation (Jordan
and Lent 1999).

The key task of this book is to examine dynamics of forces and exploitation
in the glittering towers and desperate ruins that make up our information
landscape. There is no recourse to a reconciliation of such dynamics of
exploitation within capitalism, patriarchy or other such antagonisms
(Dyer-Witheford 1999: 186-91; Daly 1978). This is for the fundamental
reason that understanding one struggle against exploitation from the
viewpoint and values of another form of exploitation will necessarily
mean some form of reduction of one struggle to the other. The approach
followed here demands separation and concentration on the specifics of a
form of exploitation, which then also turns attention to connections that
are made. There is no doubt that such things as homophobia, patriarchy
and capitalism are important to understanding information politics and
it will be key to connect to them. No one who pays even the slightest
attention can be unaware of sexist and homophobic cultures in such places
as 4Chan but also of how these places have become important to internet-
dependent political movements, most obviously Anonymous (Stryker
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2011). Nor will the super-exploited workers making the tablets and phones
on which digital culture depends be ignored (Qiu 2009). All these, and
more, will make their presence felt in this analysis as they come into view
through the lens of information politics; each such connection marks a
moment when we can see how the politics of information is one politics,
neither greater nor lesser nor dominant nor determinant, and that there
are other political antagonisms of at least as much importance to projects
of resisting oppression and promoting liberation. In truth, such a view
of liberatory politics is often very close to any view that draws multiple
antagonisms into a more unifying framework, particularly where this is a
flexible framework sensitive to different political dynamics. It is important
not to over-emphasise the difference between left approaches along these
lines, reproducing a weary sectarianism (Jordan 2013b; Dyer-Witheford
1999: 165-91).

The analysis of a multi-pole politics of exploitation and liberation
requires a double move. One move is to isolate and examine a political
antagonism or dynamic of exploitation and liberation in order precisely
to define its specificity. It is impossible to clearly see relations of
exploitation and liberation if their analysis is constantly deferred to the
analysis of other forms of exploitation and liberation; patriarchy cannot
be understood in-itself if the analysis is always referred not to gender but
to class, race, or sexuality. Yet patriarchy cannot be understood unless
class, race, sexuality or other antagonisms are also analysed in relation to
gender. This is the second necessary move, which is to see how and where
the specific dynamics of a particular form of exploitation and liberation
relate to, in the sense of affecting and being affected by, other such political
antagonisms. Analysis must pursue this double move of specifying and
tracing connections.

Here the point I raised earlier about having said too much already is
reached. I can now say that politics means, for my purposes, a complex
antagonism that is driven by a social and cultural relationship, understood
as a dynamic of forces of care and capture, in which some benefit is gained
by extracting some kind of value that is lost, and hence impoverishes
others. Understanding this to be the analysis of liberation and exploitation,
the second important point where I have said too much arrives: what is
information politics? Earlier I mentioned the ‘information war’ and how
this references an information politics. I have clarified the sense of politics
at stake here, but what is information?
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The Politics of What?

Rather like conceptualising exploitation and liberation, defining
information is not straightforward no matter how familiar a word it is.
Therefore when I argue something about information this is not to also
claim to have said everything about it. What I aim to do in this section is
to say enough about the nature of information to take forward this work’s
main focus on the politics of information. I will look for a starting point in
communication and Serres’ idea of the third man.

To hold a dialogue is to suppose a third man and to seek to exclude him;
successful communication is the exclusion of the third man. The most
profound dialectical problem is not the problem of the Other, who is
only a variety — or a variation — of the Same, it is the problem of the
third man. (Serres 1982: 67)

Noise points us to the conditions that undermine the possibility of
conversation and of passing some meaning from one entity to another and
by that very fact of passing ensuring some change in each entity. Dialogue
of any sort involves establishing a means by which the ‘third man’, or
the noise that would prevent passage, is defeated and travel between
conversing entities made possible. Such a concept of communication
refers us not only to mathematical theories of communication, such as
Shannon and Weaver’s, but also to ontological theories, such as that already
mentioned of Levinas, in which the relationship of Self and Other is
sometimes understood as conversation and hostage-taking (Jordan 2013a:
22-41). For such transmission of meanings to occur certain technologies
and cultures must create the possibilities of movement, as I have explored
elsewhere (Jordan 2013a). If there is transmission then something moves,
and in communication theory what is moved can be called information or,
as Shannon and Weaver sometimes term it, the ‘semantic content’.
Understanding communication is not the same as understanding
information, but it already strongly suggests the concepts of ‘difference’
and of ‘movement’. Difference is also key to many existing attempts to
define information. Without attempting to exhaustively recount all such
definitions, it is useful to note a couple of them. For example, Wilkins
at the time of the British Scientific Revolution stated: ‘For in general,
we must note, That Whatever is capable of a competent difference,
perceptible to any sense, may be a sufficient means, whereby to express the
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Cogitations’ (Wilkins 1694: 131). A ‘competent difference’ is information.
The most often cited version of this kind of understanding of information
is Bateson’s. He begins by building on the claim that what gets on a map
is a difference because in the move from territory to map there is no need
to mark the map if there is no difference, of altitude or vegetation and so
on, in the territory. Bateson then detaches this idea of difference from
reference to a physical landscape, arguing that the world of ‘forces and
impacts and energy exchange’ is left behind in communication for a world
in which effects are brought about by differences (Bateson 1972: 455-7).
Bateson notes that this world is one in which there is an infinitude of
possibilities and here he makes his often quoted definition of information.
‘Of this infinitude, we select a very limited number, which become
information. In fact, what we mean by information — the elementary unit
of information - is a difference which makes a difference’ (Bateson 1972:
459). Floridi suggests that MacKay’s very similar statement offers a more
accurate version: ‘information is a distinction that makes a difference’
(McKay cited in Floridi 2010: 23).

The idea that information exists only where there is a difference is
the founding point being made here. If you think of a line of identical
statues in a hall, then the only difference is their placement in space; the
information that comes from them is that difference. Their repetition
then is not about their identity with each other but their difference from
each other, the statues do not repeat ‘even though’ they are different
but repeat because they are different. Difference here emerges as a
fundamental quality required for there to be something of significance,
some information, that can be picked out of the infinity of things that
might be mentioned about these statues. This account of repetition as a
positive based on difference, rather than a negative based on identity, and
the realisation that this means difference is the basis of identity and not

the other way around, comes from Deleuze’s analysis of difference and

1. Floridi’s work is not detailed here as its project of creating a philosophy of information
directs it away from the concerns of the present book. The most relevant part of his work
is on what he terms ‘semantic information’ because, I argue, this semantic information
is required by all other forms of information as these ‘other’ forms of information have
to be expressed in semantic information. Floridi’s definition of such information as well-
formed and meaningful data (Floridi 2011: 84) defers the understanding of information
to these three terms which, in my view, then repeat the issue of difference. Present
concerns require less space than Floridi’s arguments need for full explication and I
draw on a different intellectual tradition to Floridi’s by turning toward thinkers such as
Deleuze and Derrida.
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repetition. Deleuze argues that the ‘grounding’ of Being has been subject
too often to a fundamental misunderstanding of difference as that which
splits the same, rather than difference being that which grounds identity
(Deleuze 1994, 1983; Galloway and Thacker 2007: 57):

the mistake of the traditional accounts is to impose upon us a dubious
alternative: in seeking to dispel the negative, we declare ourselves
satisfied if we show that being is full positive reality which admits no
non-being; conversely, in seeking to ground negation, we are satisfied
if we manage to posit, in being itself or in relation to being, some sort
of non-being ... The alternative is thus the following: either there is
no non-being and negation is illusory and ungrounded, or there is
non-being, which puts the negative in being and grounds negation.
Perhaps, however, we have reason to say both that there is non-being
and that the negative is illusory ... Problematic structure is part of
objects themselves, allowing them to be grasped as signs, just as the
questioning or problematising instance is a part of knowledge allowing
its positivity and specificity to be grasped in the act of learning. More
profoundly still, Being (what Plato calls the Idea) ‘corresponds’ to the
essence of the problem or the question as such. It is as though there
were an ‘opening, a ‘gap’, an ontological ‘fold” which relates being and
the question to one another. In this relation, being is difference itself.
(Deleuze 1994: 63—4)

Deleuze argues that non-Being is also based on difference, and is based not
on the negative of non-identity but on the problematic and questioning
produced by difference (Deleuze 1994: 64). This generative and positive
sense of difference as the ground on which Being rests is obviously posed as
an ontological question, however it can also be taken as an understanding
of information, not unlike Wilkins’ and Bateson’s. Deleuze’s work is
important here in arguing that difference is the problem out of which
and the generative basis on which information rests. Information is
a difference.

Yet immediately a second problem arises because which difference is
a difference that makes information? Returning to the identical statues,
there is an infinity of differences that might be registered about them,
such as the different place each nose is in or the different place of each
head or the difference of angle from my point of view which makes me
see a nose as different on different statues, and so on. The difference of
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place, a repetition of many other possible differences, or the difference
of perspective, of a subject ‘seeing’ a difference based on where they are,
must be picked out in some way as the difference that is significant and so
makes a difference that forms information. Claiming that the difference
between a line of absolutely identical statues is their difference in terms
of space has to somehow come out of the noise of an infinity of possible
differences. This is similar to Derrida’s problem that similarity can never
exist because if something is different it is not the same but if something
has no differences then it is in fact the same object. A statue that was
exactly the same as the other statues would be only one statue, the line
of statues would evaporate if we removed all differences leaving only one
statue. However, as soon as the line of many statues returns, how can we
say they are the same statue? One is ‘here’ and others are over ‘there’ and
‘there’ and ‘there’ and so are different and cannot be repetitions because
of that. What allows us to say that each statue is a repetition, in Deleuze’s
sense, of other statues? (Derrida 1973: 82; Jordan 2013a: 29—45)

The answer here lies in what Derrida has called ‘contexts’ or what
Galloway and Thacker similarly argue is a ‘medium’, in which information
is integrated into various kinds of systems and is never encountered
outside such systems (Derrida 1988: 136; Galloway and Thacker 2007:
56-8). What a distinction/difference is that makes a difference is then
only conceivable within such systems that are always already there. Such
‘systems’ are the material and social context within which any information
will always already find itself — information is never ‘nowhere’, a generative
source of things that come after it, but always comes into a pre-existing
context as a difference. There are a wide variety of ways of conceiving
this. For example, Galloway and Thacker argue that Deleuze’s fragment
defining ‘societies of control’ provides a definition of this context for
cybernetic systems of information (Galloway and Thacker 2007: 57). The
point is not this particular claim made by Galloway and Thacker but to
note that there will be some such system or context, involving social,
cultural, economic, technological and no doubt other factors, whether it
is Deleuze’s society of control or something else. Others suggest a similar
conclusion. We might think of this idea of a system that encompasses
and so provides an uncertain and shifting ground on which differences
that provide information may be discerned as being similar to Butler’s
argument that ‘the logic of iterability as a social logic’ is what we need to
be able to understand repetition and so also difference. What an iteration
— involving both repetition and difference — is will only be sensible within
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such social logics (Butler 1997: 150; Jordan 2013a: 42-3). Or we might
think of Wittgenstein’s concept of language games as being a basis for a
sociology of knowledge. Bloor argues this case in relation to Wittgenstein’s

claim that ‘meaning is use™:

Meaning is generated in a step-by-step fashion as we go along. It is not
progressively revealed by usage. It does not pre-exist, but is created in
response to the sequence of contingencies attending each act of concept
application. This is the true significance of the Wittgensteinian slogan
that meaning is use. Use is not to be explained by reference to meaning,
because use does not come from meaning. Rather, meaning comes from

use. (Bloor 1997: 136)

Meaning as use makes sense only within existing sequences of
contingencies to which new meaning adds or subtracts but always makes
a difference. Such sequences of contingencies are, Bloor argues, social
systems that have both performative and bootstrapped ways in which they
come into existence and become both stable and forceful (Bloor 1997:
28-40, 134).

Bloor, Butler, Derrida, Galloway and Thacker and others all suggest
in different ways that the resolution of difference as information is only
possible within pre-existing socio-technological systems. I need not define
such systems more closely and have deliberately offered a number of
different understandings of what this might mean in order to focus on the
abstract generality in what is common across these views. If a difference is
required for information then it only ‘makes a difference’ if it is significant
within existing social systems; the nature of such systems will require
definition in their contexts but it is enough at this point to understand
difference as information in this way. This ‘making a difference’ is what
I will now call ‘moving’; a difference is only information if it can ‘move’
within a particular system of socialities and significations. ‘Movement’
here is no more and no less than the ability to carry a difference within a
system because that difference has significance according to that system.
Information is a difference that moves.

One potential misunderstanding of this claim needs to be dealt with
quickly, asit might seem that T have reduced information to communication.
However, starting this analysis of the concept of information with
communication was simply an initial emphasis, and it seems clear that

information understood as that which moves between entities such that
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those entities change gives information a meaning that is different to that
of transmission in communication. Whether it is a spoken word between
two humans or a syn/ack interchange between routers, there is the
transmission of information in communication, but this is different to the
movement of a difference which already has to have happened for there
to be information that can be transmitted. Movement as a constituent of
information does not correspond to the requirements needed to transfer
information but instead creates the conditions under which such transfers
are possible. To move as a constituent part of information is entirely
connected to the difference that is moved and the social and significatory
system that allows such a movement. Communication and information
are different things and they carry different senses of what ‘move’ means.

If someone asks ‘we understand you say information is a difference that
moves, but what is it that moves and so is information’? The answer will
remain the same; it is a difference that moves, and in that movement it is
that which passes and travels in certain culturally specific ways. There is
no need for any more, information is a difference that moves.

A corollary to this is that information is always material, because it is
always already embedded in systems that are the only way of stabilising
and realising which difference is a difference that can move out of the
infinity of possible differences. Such a position also suggests that the
faster information moves the more it will seem to de-materialise. The
handwritten letter can be touched and the letters formed by an ink pen
offer a solid materiality to the information conveyed by them. The tapping
of the telegraph gives an aural punctuation to the invisible — to human
eyes — electricity on the wires and this tapping leads to the materiality of
the telegram. In the early twenty-first century the speed and complexity
of packets delivered to pixels on the screen through the ‘cloud’ seem to
make information light and immaterial. But as will be emphasised in the
following, information must always be subject to a materialist analysis
because it is always material. Information is always embodied in some
way, even when such embodiment has the fluidity and speed of electricity
and silicon.

As anecessarily material form and as something defined in its materially
embedded movement information will always be constituted within
specific social and historical contexts. The key context for information as
a political antagonism is that constituted by the connection of digitisation,
the digital and the internet. The idea of political antagonisms as sites of
exploitation has been introduced and now also the idea of information as
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differences that move. The final part of this chapter will frame these in
their broad socio-technological historical moment when digitisation met
the internet.

The Digital and the Internet

The socio-technological complex that has profoundly reshaped
information in our times has become so familiar that it may seem trivial
to recount its fundamental vectors: digitisation, digital and the internet.
Given their familiarity I will only touch on these briefly, but wish to stress
that it is in their intersection that the political antagonism of information
is embedded and out of which have been born so many innovations we
now daily and unthinkingly use.

The digital refers to the transformation of many different types
of media-objects, such as music, video, text, picture and so on, into
one type of media-object (that is, to the one type of object which can
move). This is a reduction to bits of the complexity of meaning that is
conveyed in media-objects and that may be materialised in paint, canvas,
film negatives, audio tapes and so on. This is then a reduction that is
conducted to lead to a reconstruction when the bits resolve again into
the media-object, even where the media-object is also changed by the
reduction and reconstruction (such as a painting going from oil paint
to pixels). A song downloaded from a bit torrent on Pirate Bay is taken
for its sound and cultural meaning but passes through the bits just as if
it were paid for on iTunes or Amazon. Of course all media and cultural
objects go, and have always had to go, through such a moment in which
cultural meaning is materialised in some substance for consumption, but
the digital unifies such moments and takes all different substances, all
the different materialities of meaning, through the same techno-cultural
moment of being in bits (Berry 2008; Lessig 2009).

Digitisation and the digital involve the creation of information in bits —
manipulable, electronically stored bits that can decompose cultural objects
and then ensure they are reconstructed into their individual forms. This
bits-Being refers both to media-objects that are turned into digital forms
and those objects that are digital from the moment they are articulated.
Bits-Being, the radically fluid ontology of digitisation, connects in a
profound way to the possibilities for transmission of bits that the internet

brings. The information and communicative possibilities of the internet
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have been and continue to be analysed by a growing body of scholars, and
have been experienced more and more widely, even if internet access is
far from globally universal (Norris 2001; Livingston and Helspar 2007).
The fundamental ability of the internet is to connect different computer
networks and to pass packages of bits from anyone and to anyone who is
part of a network that has implemented the connecting protocols. So much
about this is encapsulated by the combination of packet-switching and the
internet protocol number — two key design components of the internet —
that it is worth touching briefly on these, even given that a more detailed
analysis will be undertaken in Chapter 3 when examining networks and
protocols (Mueller 2010, 2002; Galloway and Thacker 2007).

Packet-switching embodies the radically distributed and anti-hierar-
chical ideals many impute to the internet. A computer sends a message
which is automatically broken up into identical length packets, each of
which consists of a middle full of meaning-laden bits that are headed
by information about the sender, destination and the information to
reconstruct packets in the right order when all have arrived. These packets
may then be sent out across the network, not necessarily travelling the
same way, able to fail and be resent, and able to move equally across nodes
in connected networks. At the same time, this system will fail if packets
cannot each be marked with their destination, so that they arrive where
they need to so they can be reconstructed, and marked with their origin,
so that failed or corrupted packets may be resent. The internet protocol
number answers this need (Mueller 2002: 15-30). Each computer on
these interconnected networks is given a number that identifies it. Each
bit sent out carries with it the mark of exactly where it came from and
exactly where it should go: total authority and control. These numbers
then need to be communicated and kept authoritative, and here the
address space maintains a hierarchical database of numbers and their
physical destinations. This is a control protocol, in Galloway’s sense, of the
most fundamental and authoritative kind (Galloway 2004). As distributed
as packet-switching is, so IP numbers and the domain name system is
centralised and hierarchical.

Centralisation and decentralisation, hierarchy and flattened network —
these two go together fundamentally to create the internet over which bits
may flow in ways that were previously unknown. For example, prior to
the internet the idea of many-to-many communication was rarely if ever

possible but now is a familiar experience.
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The two innovations of the digital and the internet complement each
other and together ensure something now familiar to both users and
analysts in the radically changed nature of media and cultural objects.
Something often commented on when this conjunction first exploded
was the radically reduced costs of producing, distributing and consuming
media-objects. Again this is something that has become so familiar as
often not to need comment, but in uncovering the political antagonism of
information after the digital met the internet, it is important to emphasise
that this conjunction was accompanied by technologies so reduced
in cost that previously impossible cultural pursuits became possible.
Think of making a television programme in the 1960s. The cost needed
to do this and then distribute it, not to speak of government regulation
around television, restricted the making of such programmes to a small
minority and subjected them to strict authorities. Now any gamer with
an inclination, a broadband connection and computer equipment can set
up their own online channel and either make programmes or just offer
live-streams of their online experience.

If information is that which travels then the type of information that
this book addresses is that which is inextricably part of the multiple,
complex and contradictory socio-technical configuration that is sited on
the connection of digitisation and the internet. The last quarter of the
twentieth century experienced this change and the twenty-first century
lives it.

Forces, Platforms, Battlegrounds

The conception of the politics of exploitation and liberation as multiple
combined with understanding one of those poles to be information, itself
understood as differences that move in the context of the connection
of digitisation and the internet at the end of the twentieth and into the
twenty-first century, combine to set the question this book addresses. What
kind of a political antagonism is one based on information in the context
of the digital and the internet? What connections to other antagonisms,
other exploitations and liberations, does information as exploitation or as
liberation have? To answer such questions four different phases will follow
in this book, starting more abstractly before moving to the mess of the

world and finishing conceptually.
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In the first part of this book, a theory focusing on the particular
dynamics that can be understood as constituting the forces and touches
of information power will be explored. The first of these is recursion and
the way information-based processes can apply their results to themselves
producing startling possibilities for generating information (Recursion).
The second is the way this growth of information is often controlled
and codified within different devices, which may be hardware, software
or anywhere in between, that bury their powers within black boxes of
technologies (Technologies’ Embrace). The third is the way such things
as recursions and devices are (dis)organised into recurrent patterns
constituted by inextricably connected networks and protocols (Network
and Protocol Theory). Together recursions, devices and networks and
protocols provide an understanding of the forces of information power.

The second part of the book explores how these three different dynamics
that constitute information power are formed into abstract architectures
or blueprints for creating recurrent and specific patterns of recursions,
devices and networks and protocols. These are platforms understood as
abstract architectures of information power. Three different platforms
will be examined. The first is cloud computing in which the materiality
of devices and networks and protocols are obscured by the magic of
mobility and flexibility in information management (Clouds). The second
is securitisation in which nation-states seek to collect all information and
then subject it to profiling to satisfy security agencies’ desire to ‘master
the internet’ (Securitisation of the Internet). The third is social media
networks in which two different understandings of public and private
relations interact within enclosures of data (Social Media Networks).

The third part of the book drives these analyses into the mess of the
world by undertaking three case studies. This brings together the analysis
of information power with that of the architectures of platforms to see
how they operate in specific conflicts. It also ensures a closer look at
connections between information as a political antagonism and other
forms of exploitation such as capitalism, patriarchy and so on. The
first case study is of the technological device the iPad, and follows the
information nature of this device to examine its class-based exploitations
and its environmental significance (Battlegrounds and the iPad). The
second study examines the moment in online gaming when an avatar dies
and follows both the visual and gameplay significance of such moments
across a number of massively multiplayer online games, connecting

these to a militarised masculinity permeating such games that affects



22 Information Politics

both gender and race (Death and Gaming). The third case study looks at
a highly technologically mediated activist movement and traces online
activism, known as ‘hacktivism), to its roots and generations (Hacktivism).

Having moved from the abstraction of the nature of information to
the actions of online activists, the fourth and concluding phase draws
the analyses together to explore a theory of exploitation and liberation in
information power (Information Exploitation and Information Liberation).
The pursuit of liberation and the fight against exploitation are examined
in relation to whether information is available for simultaneous complete
use or is treated as a form of exclusive property; the way platforms may
create open differentiations or deliver recursions to platform controllers;
whether information is open, accessible and available for making or is
hoarded; and finally the way information power connects to other forms
of exploitation and liberation both as a set of tactics for use and as the
exchange of exploitations and liberations.

With all four phases completed the political antagonism of information
will have been explored and fully theorised. To preview this final theory,
in the conclusion to this chapter I have articulated its key points in eight
principles. These should be viewed as a kind of first map of the territory to
be defined and so as something both condensed and strange.

The map of information politics offered in the eight principles that
follow is condensed because these principles convey what the rest of this
book will argue. That argument will follow a detailed path, addressing
such disparate issues as the principles that found computing, the
iconography and the legalities of cloud computing, the environmental
impact of the iPad, the actions of Anonymous in Tunisia, the theory of
computer protocols and more. The points outlined next are articulated
from that conceptual complexity and empirical richness. The principles
are then like a first map of a new terrain in that they allow one to see
general features, the connections of major sections and their broad nature
— mountainous, river-crossed — of the area covered. Understanding the
details and the reasons why such areas connect and their meaning will
require the full argument offered by the rest of this book.

The map offered in the next section should also convey something
strange: it reflects an argument for a new understanding of the politics of
information based on changes in information at the end of the twentieth
and beginning of the twenty-first century and conceived of as a particular
kind of political antagonism with a specific structure to information
exploitation and information liberation. The theory draws on a wide range
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of existing ideas, accordingly some parts of it will be familiar, but both
overall and in its specifics this should be like a map of a new land. It will
include new connections between and new uses of existing theory and

evidence, but also new ideas and new data.

Principles of Information Politics

1 The politics of information has always been present and always will be,
but it has changed. The times now are characterised by an information
flood driven on by the cultures of the digital and the internet. These
new times have inverted hundreds of years of information scarcity. In
times of information flood new principles of information are needed
in all its aspects: its sharing, its ownership and the very meaning of
what we value in information. Information has assumed a greater
centrality in liberation as it has spread into all life with the rise of
cultures of computing, interconnection and mobility. Information is a
new politics.

2 The most significant and distinctive power of information lies in its
ability for all to share simultaneously in any bit of information and for
all to be able to use that bit to its full extent. Information laws, cultures
and politics often continue to be dedicated to making containers that
restrict this ability for all to share equally because, on the one hand,
scarcity of information meant that producers - thinkers, musicians,
poets, novelists, historians, scientists — were supposed to be given
incentives by being able to control their information-product, while,
in truth and on the other hand, church, state and capital wanted to
control or profit from scarce information. Even if the desire to benefit
information producers was once real in conditions of information
scarcity, the cynicism of those who sought to control and profit from
information always undermined this, and even if the arguments
once had some purchase on social good and mutual benefit, they no

longer do.

2.1 The possibility of information being available to all requires
the revision of laws and property relations around information,
including the cultures and economics of information, in order to
move from the exclusive use of information to its availability as

simultaneous complete use for all.
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The power of simultaneous complete use of information is greatest
when information is applied to itself using recursion to lead to
exponential increases in information. For information to apply to
itself it has to be codified and homogenised in some way such that it is
possible to take the information coming from an information process
and then reintroduce that information to the process. Combining
recursion with information that is available for simultaneous complete
use is the basis for information environments that fully benefit the
communities that make information. Yet many such information
environments try to define information as an exclusive property such
that the results of recursions can be owned by and benefited from by
a minority. The information commons means building information
environments that are distributive and whose guiding principle is use
and access to information, and the making of further information, for
all in those environments.

Information is made in contexts of particular recurrent inter-rela-
tions of technologies, actors and cultures and is always material. Such
recurrent patterns often have an abstract architecture that will be
called a ‘platform’. A platform is a particular plan for organising the
production of recursions that will also define their benefits. Benefits
for the few can be based on restricting simultaneous complete use,
but such use can also be made available to all, ensuring all participants
in a platform can themselves benefit from and continue to make
new information. Ensuring information is valued as simultaneous
complete use on a platform means a platform must embed within itself

openness and the capacity for making for all who use the platform.

4.1 The abstract architecture of a platform must integrate openness,
access and making into the activities of that platform. The
abstract architecture of platforms must allow openness, access
and making in the nature of each platform.

4.2 The defenders of information as exclusive property, the inglorious
industries led by the recording and film industries of the West,
will always assert that they are merely protecting the rights of
the producers of information. Who, they will ask, will write our
songs and make our movies if information products are given
away? A challenge of information as simultaneous complete use
is to continue developing new means of supporting producers of

information and to radically critique all those industries who seek
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their own survival and profit ahead of the benefit information can
bring to all. Information may be both released and exchanged,
it may be crowd-source funded, it may be offered directly to the
user from the producers with no intermediary. In short, there are
many ways in which information made available to all may also
support its producers.

The rights of the information commons is based on recursions built
in platforms dedicated to simultaneous complete use of information
for all on a platform. The information commons has rights to keep
available the information appearing on it, because that commons is
constructed out of that information. The rights of the network over
those who network ensures the information commons retains the
differences contributed to it and makes them available to all who
access each commons. However, the rights of the network can also
be exploited to produce a total archive that identifies individuals with

their information.

5.1 The rights of the network must be implemented in platforms in
ways that promote the information commons and that mitigate
the total archive and surveillance.

Information politics is a politics of information but it is not the only
politics of exploitation and liberation. Information politics has to
be connected with the politics of other forms of exploitation and
liberation.

The politics of information can be liberatory when information is
made for simultaneous complete use and when platforms ensure an
information commons that promotes openness, access and making
both in its activities and in its structure as a platform.

The future needs information as simultaneous complete use.






Part I

Theory of Information Power






1

Recursion

Information Eats Itself

Information is a difference that moves. Information also passes between
entities and in that movement both enables and is affected by change;
information may make a difference from itself. We can see that if the
entities that move are also able to move, are also able to flow as information,
then the flow is both constant and constantly contributing to further
flows. Information can eat itself in this way to produce more information
and this is a key underlying dynamic of information power and politics
examined in this chapter. This dynamic will be called recursion in the
ability of information to contain itself. The dynamic of recursion can
be theorised by understanding the significance of the point at which a
difference occurs, and examples of this process can be seen underpinning
major digital institutions.

For example, one of the open secrets of the growth of digital industries,
though now much repeated, is Google’s position as one of the largest
computer manufacturers in the world. Claimed in 2006 to be the fourth
largest builder of computers, Google was by 2011 claiming to be the largest
of all (Levy 2011: 181; Hansell and Markoff 2006). Google keeps these
computers and uses them to power itself. This fact is often repeated to
demonstrate that Google needs massive computing and storage power for
its search service and all the other applications it offers. An important
factor underpinning this need for computing resources is that Google’s
search is recursive and accordingly not only takes input from those who
search and use its services but continually reuses its own data to refine
future searches and future identifications of the nature of its users (and
hence delivery of advertisements). For example, Google claims that only 15
per cent of Google searches are new searches it has not seen, which means
85 per cent of searches can be related to other searches refining the search

results. Eighty-five per cent of Google searches produce information only
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by being applied to previous searches and in that way creating some kind
of difference to those previous searches (and so new information) (Google
2013a). This means the majority of searches are used recursively and all the
differences, however minor, can be taken and applied to existing searches.
This utilises differences like each query’s punctuation, the length of the
query, the length of time on the Google page, whether the first result is
clicked on, how soon a searcher returns to try again, the searcher’s charac-
teristics and so on and so on (Levy 2011: 46-8).

Google is able to apply a past search to its present and future searches,
to refine and then reapply this information. It is able to create a system
in which whatever is added to it contributes not just when added but
can continue to help refine searches and advertisement delivery. Any
user of Google will most likely have noticed the obvious effects of this.
For example, when searching for a holiday in a particular region and then
finding Google offering up future advertisements for that region. To do
this on top of its initial and obvious services requires massive computing
power, a problem Google solved by building its own bespoke data system
and in the process becoming one of the largest computer manufacturers
in the world. Facebook similarly takes the information individuals need
to provide about themselves in order to present themselves on the social
network and turn this into a form that allows recursions. The information
can be returned back within Facebook’s systems to, like Google, return
certain advertisements to the user and then to use further information,
such as which advertisements are clicked on, to affect and create yet
more information within the system. Though Google and Facebook were
clearly, in 2015, large gorillas in the digital jungle, nearly all digital systems
embed some form of recursion, or seek to, and this chapter examines what
this means.

It is clear that the provision of information, something held by the
user, is taken over in a seamless fashion by institutions like Facebook and
Google and becomes part of their systems. There are here shifts when
information that may be freely given up has its results appropriated.
Imparting information results in a relationship that places initial activity,
like a search, in a reactive state when using the very services that elicited
such information in the first place. Moreover, this may become an unequal
relationship in which the provision of information leads to a transfer of
ownership and hence the ability to draw from a range of other actors
either greater information, wanted or unwanted solicitations to spend
money and more revenue from advertisers. A complex body is formed here
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in which a range of active and reactive forces can be seen and in which
recursion is a key dynamic. For example, if Google knows that someone
who searches for Walt Disney World also searches for Harry Potter World
and if they see enough of these correlations then they can start to predict
that anyone searching for the land of Mickey Mouse might be happy to
see an advertisement for the land of Harry Potter. Even if the information
provided by searchers is anonymised this effect is in play — each search
that is made can be fed back into changing future searches. If this can
then be connected to someone’s age, gender, location and so on, perhaps
by that person being logged into their Google account while they search
or because on Facebook this information will already be connected, then
the targeting can be even more precise. This is a key example of recursion
and the way its ability to take on digital information and then use it again
and again to change other similar digital actions is key to the digital world.

Differences that are moving must have a point of ‘difference-from.
Without a difference registering itself as ‘different-from’ another
difference then no significant difference — no mark on a map - can occur,
as the difference always then falls back into myriad undifferentiated and
unrealised possible differences or into sameness. In addition, if information
can be applied to information, then information becomes exponentially
more productive of further information because it contributes to itself.
Recursion further results in the privileging of those who can manage
recursive information processes because any information, no matter who
that information might be thought to belong to, that can be drawn into a
recursive process contributes to that process and to the information reach
of whoever controls it.

This chapter follows the idea of information into that of recursion, or
the application of information to itself. This requires addressing existing
theories of recursion of which there are two key sources. The most
important is the theory of computers itself, with the foundational work
of Turing, Church and Gédel, though a useful beginning is in the use of
recursion in linguistic theory and the work of Chomsky. This chapter
will briefly examine recursion in Chomsky before turning to the basis of
computation. The discussion that here leads to a theory of recursion may
seem like it is based on technical matters concerning how mathematics is
founded and how this relates to articulating a basis for creating electronic
computers. However, this theory of recursion has immediate political
and cultural ramifications when returned to the context of information
politics in the twenty-first century. It should be no surprise, to anyone



32 Information Politics

but the simplest technological determinist, that what seems to be a
highly technical idea when embedded deep within a key technology of
information turns out to have wide political implications. This chapter will
then involve a shift from the concerns of linguistics and the philosophy of
computation to the politics of information. This will be done by taking
the theory of recursion and seeing how in digital environments it holds
a dark potential for exploitation, as already prefigured in the example
of Google and Facebook turning our personal information into profit by
using recursions.

These are particular and striking factors about recursion that need to be
understood in relation to information politics in order to understand both
the extraction of information as a contributor to exploitation and the way
this extraction leads to an exponential explosion in information. The latter
will, in turn, lead to the second dynamic of information politics explored
in the next chapter. However, before being able to grasp the meaning of

exponential information increases, recursion needs to be understood.

A Theory of Recursion

A theory of recursion may be derived from two intellectual questions in
which recursion plays a key role: the definition of computing and the
definition of language. As noted, these may seem far from the concerns
of exploitation and liberation in information technologies but they
will nonetheless help articulate one of the key ideas of that politics
in recursion. We can understand recursion by focusing on Church and
Turing’s reflections on the possibilities of computing and on Chomsky’s
claim that all languages are recursive. It is useful to start with Chomsky’s
idea of recursion in language because it introduces relevant concepts but
the key discussion is to be found in Gédel, Church and Turing’s work
and their understanding of recursion as a foundational concept for what
became computing. After examining these two conceptualisations of
recursion a general theory of recursion will be outlined. The final sections
of this chapter will then explore the nature of information exploitation
and liberation within recursion.

Recursion appears in Chomsky’s work as part of his theory of generative
grammar. It is not necessary to go into this theory in detail but it is useful
to see that Chomsky frames recursion within his theory in the following
way: ‘The use of language undoubtedly involves many factors beyond
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the grammar that represents fundamental properties of the speaker’s
knowledge of his language. It is natural to suppose that models of the
speaker and hearer will incorporate “competence grammar” as a basic
element ... A generative grammar is a theory of competence’ (Chomsky
1975: 7). In this sense, Chomsky calls his study of language and recursion’s
place in it a study of a particular aspect of human intelligence. Within that
study he also conceptualises recursion.' If we consider a sentence such
as ‘Chomsky believes in recursion’ then we can use that sentence within
another sentence or another sentence or clause within it: Jordan thinks
that Chomsky believes in recursion’ or ‘Chomsky the American linguist
believes in recursion. According to Chomsky, this means that a key
characteristic of recursion is that it allows the infinite to be created with
finite means. Language is infinite in the sense that there are an infinity of
things that can be said/heard but that infinity is built from the finite means
of words, grammar and syntax (Smith 2004: 54—5; Hauser et al. 2002).

Several aspects of recursion are suggested even within this very
brief recounting of a component of Chomsky’s theory of language. The
operating form is that recursion allows a particular process to use either
itself or products or elements of itself back within that same process.
We can take any sentence and use it within another sentence or we can
add sentences to the sentence (or clauses to clauses) we already have.
Recursion in operation can be initially understood abstractly as a kind of
process which can be utilised within itself. The consequence of this is that
recursion allows infinite results from finite means; here is where Chomsky
explicitly refers to mathematics, in the form of recursive function theory,
stating: ‘There is a perfectly coherent sense to the notion of infinite use
of finite means. This is what ended up being the theory of computability,
recursive function theory and so on’ (Chomsky 2000: 62; see also Smith
2004: 224, 0. 17).

This introduces a second sense of recursion that is mathematical instead
of linguistic and that is highly relevant to information politics because it
leads directly to the general problem of computation. It is, fortunately,
not necessary to fully enter the logical waters of recursive function theory

1. Chomsky is known as well for making recursion part of human evolution and a universal
of human languages, and further well known is that this is contested by Everett’s findings
that claim to have examined a human language that does not include recursion. Neither
of these arguments affect my own appropriation of recursion which I am not arguing is
universal but am arguing is operating in particular information-rich political contexts
(Everett 2009: 224-43; Hauser et al. 2002).
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to understand recursion in this context. The essential point drawn on
here is the ability to use mathematical or logical arguments nested inside
one another such that the original argument can be called from within
itself. Most interesting for a general understanding of recursion is how
this connects to Godel, Church and Turing’s views and the meaning of
computation. We can see this by looking in two directions from Turing’s
famous paper of 1936 that first introduced the idea of the Turing machine
(Petzold 2008; Leavitt 2007: 30—67; Turing 2004; Dyson 2012).

Turing’s paper is now often taken to be a foundation for computation
and was written in response to a problem that both Gédel and Church
separately worked on in relation to a logical foundation for mathematics.
This particular context is not relevant here except that it set up certain
problems in logic that were attacked by Gédel, Turing and Church, during
which Turing’s method of solving part of the problem (the famed to
mathematicians and logicians Entscheidungsproblem) led to a definition
of computation and to postulating a machine that could undertake
computations. All three created quite similar logical solutions but Turing’s
method produced the clearest feed into the birth of computers as we
know them by offering practical reflections. For present arguments it is
important that within all three was embedded an idea of recursion first
articulated by Godel (Leavitt 2007: 30—40; Copeland 2004: 40-54;
Casti and DePauli 2000: 80-1). Recursion occurs within the definition
of computation because that definition involves the use within various
computing devices (some of them human) of the results of those devices.
This reaches its clearest articulation in Turing’s definition of the Universal
Turing Machine. I will briefly recount the Universal Turing Machine to
show the connection to computation, and hence how deeply recursion is
buried within environments dependent on computers, such as the digital
and the internet. Then it will be important to look more closely at Godel’s
understanding of recursion to conceptualise it further than Chomsky’s
sense of something that can be used within itself.

Turing was exploring a problem in the foundations of mathematics that
required an understanding of what computation or computing meant. At
the time he wrote the paper, 1936, a computer generally meant a human
being who conducted whatever computation was put in front of them.
Turing explored the then rather startling idea that a machine might be built
to conduct a computation, though he can now be seen to have followed
some lonely pioneers in this idea in Leibniz, Lovelace and Babbage.
Turing offered practical reflections on how this might be done. Through



Recursion 35

his practical discussion Turing was able to define computation as a set of
instructions that a machine can carry out to produce a result. A Turing
Machine is then anything that can carry out a set of instructions (or an
algorithm as it will become known) to produce a result (Copeland 2004:
15, Leavitt 2007: 59—60). The next move was to point to the possibility
of a Universal Turing Machine that could include and undertake all the
computations that individual Turing Machines might be undertaking. ‘It
is possible to invent a single machine which can be used to compute any
computable sequence’ (Turing 2004: 68). In the early twenty-first century,
when many people are using devices, and often more than one, with
similar properties to a Universal Turing Machine, this might not seem
such a startling idea, but in a period when a computer meant another
person, this was innovative. It is also an idea involving recursion in that
the functions of each Turing Machine are replicated within the Universal
Turing Machine. This is rather like the ‘Russian doll’ idea of recursion in
which something is able to keep a copy of itself within itself and to use
that copy (Davis 2000: 139—45; Leavitt 2007: 82—3; Turing 2004: 68-9).

Recursion as a process is not new; as Chomsky’s arguments make
clear languages of many types have been using recursive processes for a
long time. The form of recursion that is embedded in Universal Turing
Machines underpins not just the theory of computation but has also been
embedded within computers as we use and know them. So far I have
touched on quite simple forms of recursion like the Russian doll, which
is similar to the kind of recursion that occurs when a picture is placed
inside a picture of itself (leading to an infinite repetition of the same
picture). To develop a theory of recursion relevant to information politics
it is worth looking at the foundation of recursion as articulated by Gédel
and embedded within computations and computerisation (Watson 2012;
Davis 2000; Aspray 1990).

Discussions of recursion in relation to Gédel often focus on the
mathematical technicalities of recursive functions, but instead of such a
technical discussion recursion in Gédel can be approached by noting that
his famous disproof of the logical foundations of mathematics, as then
theorised by Russell and Whitehead, stemmed from an intuition into what
can be seen as a form of recursion. Russell and Whitehead’s work sought
a rigorous, consistent and complete logical foundation for mathematics,
but Gédel proved this was impossible (Nagel and Newman 2001: 45-56;
Leavitt 2007: 30—4). He did this in two stages. First, he argued that he
could invent a language in which he could express in numerals the logical
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structures proposed as the foundations of mathematics. Once he had
expressed logical statements in numerals he could then mathematically
test logical statements about the foundations of mathematics. Turing’s
Universal Machine embodied a form of recursion that includes one
system within another, but Godel’s recursion here goes further in applying
the analysis of the included system to itself in order to reach important
conclusions about mathematics. Godel’s second step was to use this
system to analyse the claim ‘This statement is not provable.” Once he had
translated this claim into his number system he could test it within that
system and it led to him finding that ‘For every consistent formalization
of arithmetic, there exist arithmetical truths that are not provable within
that formal system’ (Casti and DePauli 2000: 50; Gleick 2012: 180-5).
This led to the failure of the attempt to set mathematics on a certain and
consistent foundation.

The issues of logic and the foundation of mathematics that follow
from Godel’s analysis can be left here, as these are often commented on
and many discussions can be found elsewhere (Davis 2000; Nagel and
Newman 2001: 109-113; Casti and DePauli 2000). The more directly
relevant consequence was that Godel had developed certain ideas that
would lead to the definition of algorithms in the context of computation
and would connect to the work of Turing and Church, both of whose work
fed directly into the work of those like Von Neumann and many others
who built the first electronic and digital computers and established the
computer architecture that underpins computation in the twenty-first
century (Watson 2012; Dyson 2012; Asprey 1990). This work involves
a second sense of recursion that appears in the definition of elements
of algorithms. The latter can be understood as coded steps that allow a
particular argument to be run. For example, somewhere in Google’s
software are algorithms that decide which advertisement will appear
on a page, and if someone suddenly examines a few different sites (for
example, various National Football League sites while setting up a fantasy
football league team) then Google will start to deliver a whole range of
advertisements that the algorithm has decided are relevant (for example,
opportunities to buy online coverage of games or football kit). At this point
algorithms need to be understood as arguments embedded in software
that make a range of decisions to produce output based on the particular
formation they have been given. Gillespie argues that ‘algorithmic logic ...
depends on the proceduralized choices of a machine designed by human
operators to automate some proxy of human judgement or unearth patterns
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across collected social traces’. As Gillespie suggests, algorithms are a ‘new
knowledge logic’ whose computational nature obscures their workings
(Gillespie 2014: 192). It is within such logics that we find recursion is a, if
not the, key technique.

Casti and DePauli argue that Godel created the first precise definition of
an algorithm because he offered an analysis of recursive functions, which
are in their view ‘essentially, a function for which there is a mechanical rule
for computing the values of the function from previous values, one after
the other, starting from some initial value’ (Casti and DePauli 2000: 81). It
is striking that there is often little discussion of the meaning of recursion
when outlining such theories and their importance to founding computers,
as opposed to the rules for making recursion work within algorithms that
are meaningful in a rather limited and often instrumental way. A place to
start is to note what is missing or is at best implicit in Casti and DePauli’s
definition of Gédelian recursion. They do not clearly note that whatever
is being used inside the computation is, in part at least, already generated
by the same system, but this needs to be articulated as otherwise there
is no recursion only a linear computation. Casti and DePauli’s definition
has here an ambiguity in what they mean by ‘previous values’ and to see
the power of recursion in its politico-technological form it is important to
focus on the loops that recursions form. During the development of his
Analytic Engine, Charles Babbage referred to Ada Lovelace’s algorithm,
which might have instructed the Engine’s gears, as ‘the Engine eating its
own tail’ (cited in Gleick 2012: 118). Similarly, ‘previous value’ needs to be
understood in the sense of ‘previous values, at least some of which were
generated by the mechanical rules’. If this interpretation is added then we
have a definition on which to base a theory of recursion.

Recursion means that there is an overall computation, function,
argument or some such that consists of a series of moves or instructions
that takes input and produces output. This implies a distinction between
the programme and its components, as these components are steps in
pre-set arguments, for which I will use the computer term ‘sub-routines’
A programme may have one sub-routine, in which case it is identified
with its sub-routine, or it may have several. What an input and an output
are can only be defined by the programme. Second, some outputs of the
programme must be able to become inputs to the programme, in the sense
that they must be able to be utilised by the sub-routines. Third, inputs may
be used by a sub-routine without altering that sub-routine or they may
alter the sub-routine. That is, an input that was an output may be static in
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the sense that it is simply processed through an existing sub-routine or it
may be dynamic in affecting part of one or several sub-routines and thus
altering to an extent the nature of the programme. It may be particularly
appropriate for sub-routines to be altered to ensure that new types of
inputs will be properly formed for sub-routine use. A theory of recursion
can now be offered.

Recursive programmes involve some kind of process having sub-routines
that its own products can become input to, as well as possibly applying
input from elsewhere to its processes. Recursion specifically involves the
products of a routine applied to its own sub-routines and new input of
the same kind as its own products applied to its sub-routines. ‘Eating’
its own products allows a recursive programme to both absorb its own
information and to alter its own functioning. This does not exclude input
that comes from outside the programme as long as this outside input is
of the same nature as products from the routine. Information is not the
only substance to which recursive programmes may be applied but it is
in a sense a privileged substance because it is already concerned with
difference or change.

One consequence of this understanding of recursion that is worth noting
is that recursions must in some way create or modulate information so
that information can be applied to itself. This means any recursive process
must in some sense make the information it is using self-consistent in
some way or other. This is a standardisation or homogenisation that will
be specific to particular recursions but each recursion must include some
process by which it takes the information entered or produced within its
processes and ensures the input-information is formed in ways that allow
enough consistency that information can be applied to information either
nesting inside or by being transformed in active algorithmic processes.
Recursions mean information has to be formed by the recursive process
and in this sense information is always transformed by a recursion.

A further consequence is that recursive programmes have an inherent
tendency to developments whose outputs are not linear. Rather, the
more products that can be returned as inputs in a recursive programme
the more information will be produced in that recursion. This will have
a tendency to develop exponential growth in outputs, because what has
already been produced is returned and used again, and if sub-routines are
also recursively altered it is possible that several tendencies to exponential
growth may exist within the one recursion. Exponentiality is important
because of the extraordinary and rapid growth it describes.
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A sense of recursion can now be taken forward. While any individual
recursive programme will be spatio-temporally specific it will also have
the general characteristics I have outlined. Further, I have argued that
recursive processes are foundational to modern computing and are
embedded deeply within definitions of algorithms, computer architecture
and even computation itself. It is now time to make the shift that has been
foreshadowed in which these abstract and somewhat technical issues
are related to political and cultural ones, indeed they turn into politics
almost directly in what may seem a sudden shift. However, this merely
reflects the way ideas that were once technical have moved to the centre
of key struggles over exploitation and liberation in the twenty-first century
because information has become the site of one such struggle. To bring
this abstract discussion back to the issue of forces and touches I will
now connect this idea of recursion, the way information can eat itself, to
information politics.

The Theory of Information Recursion as Exploitation

With a theory of how recursion operates in hand and noting that recursion
is embedded deeply within computation, the question then becomes, how
does this connect to the forces of information politics and exploitation?

First, recursion is not repetition, it is not the return of the same but
the return of something that is transformed so that it can be used as if it
were the same. Recursion is not iteration, it is not a building or altering
such that each return produces some small addition such that each return
contributes to an iteratively constructed different activity. Recursive
activities define parts of themselves in such a way as to transform them
so that they can return to be absorbed and put to work within the same
activity, making it faster and more complex but neither repeating it as it
was nor iterating it toward some goal. Recursion is not the return of the
same nor is it teleological.

The consequences of the algorithms underlying so much online activity
are clear to many of us through experience. At the start of a UK school year
I have searched for various text books and now, amid all the usual clutter of
post-Autonomist theory books, journalistic accounts of online life and surf
videos, I find on my Amazon account a whole range of high school history
textbooks being suggested to me. This experience in all kinds of digital
environments is utterly familiar and it is produced through recursion. The
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information entered must be sensible to the algorithms that Amazon, or
other similar sites, use to then suggest that my account should be fed back
history textbooks in the hope of further sales.

The moment of transformation is key because at that point the
information, the difference, that someone has entered into a recursive
programme is re-ordered by that programme to ensure its compatibility
and is then taken control of by that programme to be used. The recursive
programme will often be controlled by someone or an agency different
to the person inputting information, but the input becomes part of the
recursive programme. The information that said something about me, that
I had a child going to school doing history, becomes controlled by whoever
controls the programme I have entered that information into. This is also
then used to identify me according to various factors, such as age, sex, etc.,
that the system has collected (perhaps because without that information
I would not be allowed to use the programme), and to start feeding my
information into correlations with people similar to me. Accordingly,
someone who had never entered any information about history textbooks
but who was similar enough in profile to enough others who had entered
such information, might suddenly find themselves with suggestions for
such textbooks appearing.

This might well be thought of as a moment in which something the user
‘has’, in the information they enter, is ‘taken’ by the recursive programme
and served up to the controller of that programme. This transfer benefits
the ongoing work of the programme, thereby also benefiting the controller
of the programme. Access to the programme may also be used to extort
from the user other details, such as age, location and so on, that will
enhance the value of the information by cross-referencing it, or such
details may be mined or inferred from the use made of the programme.
These ideas of transfers involve some notion of information ownership in
which the controller appropriates information as a property even though
that information was the property of the user. The idea of information as
property will be discussed extensively in later chapters when considering
whether the notion of private property is appropriate to the understanding
of such relations. However, even putting a full conceptualisation of
property aside for now, it is already clear that a key issue in any recursive
programme will be what kinds of property relations are set up by each
recursive programme. It is also important not to immediately pre-judge all
such relations as exploitation or some kind of information theft, because
the digital world has developed some interesting notions of what property
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means. For the moment and in the abstract, it is important to point to this
juncture at which exploitation might be seen to be offered a natural place
in recursive programmes because of the way they re-define and re-use the
information entered into them. Further, as Gillespie notes, because such
algorithmic processes are obfuscated, the moment at which a user enters
information that is taken over by the algorithm in a programme and put to
new uses will nearly always be obscured (Gillespie 2014: 191-2).

It is important not to jump too quickly to the conclusion that recursion
necessarily involves exploitation because information is farmed and made
private when it is controlled by the users of the programme. This is because
each implementation of a recursive programme will itself define the
meanings of property, ownership, user and controller that give specificity
and empirical content to each system. This power of recursion is then
not automatically a power of profit-seeking corporations like Google or
Amazon but is made so by their particular implementations. Other kinds
of controllers of programmes may well be imagined than companies,
particularly drawing on the traditions of free software’s redefinition of
property licenses in such things as the Gnu Public License (Coleman
2012¢; Berry 2008). Within this alternative tradition of property it is
possible to imagine collective bodies holding a recursive programme and
using it to define property that delivers the benefits of recursion back to a
collective body, rather than to a private body.

For example, we should remember that Larry Page and Sergey Brin
invented the form of search that underpins Google (in the use of backlinks
to rate the importance of a website using the PageRank algorithm) while
they were students at Stanford University and that it was not a necessary
move for them to then embed PageRank in a corporation whose success
would make them rich. The patent for PageRank is held not by its inventors
but by Stanford University. Indeed, for some time Page and Brin tried to
license their search engine to others as they were intending to return to
university study (Levy 2011: 21-31). What might Google look like now if
Page and Brin had chosen to make their search engine technique open
source and had sought collective effort and funding in the same way free
software projects such as Linux have progressed? Or if they had released
their invention as an open standard in the way that Tim Berners-Lee
released the standards that underpin the World Wide Web and then
implemented a consortium to oversee those standards? The software that
constitutes Linux and the World Wide Web are quite different entities to
Google’s search engine, and no doubt Google’s development would have
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been different (Berners-Lee 2000: 91-102). For example, who would have
funded the many computers Google needed to build to be able to create
its superior search engine through processing its recursions? Perhaps
Google would have developed more slowly and may not have become as
competent a search engine as quickly as it did if it had been open. However,
the point of this counter-factual is not whether the right choice was made
in defining Google’s use of its patented algorithm but that it was possible
an alternative path could have been followed and that the controller of
Google’s recursions need not then have been a corporation seeking profit.

A further complication, and reason for caution, is that new information
is produced within such algorithms and programmes through recursions,
information that would not have existed without all these processes. Even
if I were to narrowly define the information that I input to a search engine
as my property, it is not clear who would then own the new information
that recursion produces by using my information. The power of such
systems lies not in my one input but in the application of many inputs
to each other, and the result of such recursions is information that
could only exist because such recursions were put in place. Yet this new
information produced through recursion owes its existence not just to the
programmes that produce it but also to the input that many users supply.
If we need to be careful with simple ideas of ‘ownership’ of information,
and I am only using such a crude version of personal ownership to make
a point here, then it is also not clear who should be able to take the new
recursed information. It is clear that only the recursion controllers will
be able to recognise and define this new information and be able to take
it for themselves, it is not clear whose property information is (and in
later chapters it will be important to question the very idea of property in
relation to information). What is clear in this complex is that recursion
controllers have a considerable advantage over those who provide the
necessary information to start the process and keep it going, because the
controllers can form a stream of new information from recursions.

A point of potential exploitation emerges at the moment that a
recursive programme re-purposes information and subjects it to its own
control, removing it from the control of the user of the programme. Here
within the heart of a key information technology process, recursion, lies
a dark potential. It means that we must not forget to examine recursion
as it functions. We must trace the transformation that allows recursion:
How is an activity reconceived and what activity does this help? Who
benefits from a particular recursion? The material conditions surrounding
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the implementation of a recursive programme alone may offer an
understanding of whether exploitation is occurring or not. It is then
important to note the power of recursion once such relations of force are
understood because recursions can produce highly productive, at times
exponential, increases in information. Who controls these heaps of new
information that also feed back into creating further information? What is
done with this information?

Conclusion

The forces that engage within recursion have been explored and their
differential combinations understood in the way that information
absorbed by a recursive system may fuel that system and drive information
production and use. This is a deep lying system — though some of its effects
may be obvious to us it is usually not obvious how productive such systems
can be and how they work. It is also now clear that exploitation, in the
farming and controlling of others” information, can be embedded deeply
within the information systems the world is so reliant on. Such embedding
is not necessary or inevitable but carries an obvious potential.

Recursion means that within programmes, primarily through
algorithms, information can be fed to itself to produce new information.
The feed can be either information coming from outside the programme
or it can be produced by the programme itself. This feed of information
is then integrated with other forms of information that are of the same
quality and so can be recursed together; recursion occurs when differences
of similar kinds move together to create more differences. Such recursions
can then either simply be processed or might alter the algorithms and
programmes they are part of.

Moreover, because we know that there are such recursions in the
algorithms of the information world, we also know that they will be
obscured from us, and that because of that obscurity it will not always be
clear whose information is being used and who is gaining a benefit from it.
Possibilities for exploitation and for communality open up here because it
is not yet clear in these moments whose information is whose. A user might
enter some information but if that is then recursed in relation to many
other forms of information then it is unclear who those new differences
should belong to. What is clear is the dark potential of privatising such

recursed information because only the controller of the recursion process
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will be able to provoke and to harvest such new differences. What is also
clear is that more is needed to understand information exploitations and
information politics than just recursion.

There is another consequence of recursion that I have mentioned
a number of times and which opens up the second major dynamic of
exploitation and liberation in the information politics of the twenty-first
century. Recursion produces information from information and then
reuses and continues this process. Recursion is one of the key, if not the
key, processes underlying the inversion at the end of the twentieth century
from information scarcity to information abundance. The now widely
recognised flood of information pouring through the world is driven in
large part by recursion. This flood produces its own effects, which the next
chapter will trace in analysing the second major configuration of forces in

the information world — devices.
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Technologies’ Embrace

Information Technology Determines

Can you make ice cream with your mobile phone? If you have a smartphone
and a decent connection, you could in many parts of the world now buy
some ice cream and have it delivered. But the question was ‘make’ not
‘make ice cream appear’. Thinking again you could probably look up a
recipe online and order the ingredients to be delivered to your kitchen.
If you were ahead of the 2014 state of everyday kitchen technology, you
might even be able to set the week’s recipe list and have your refrigerator
sense what is missing from it. You might even be able to turn appliances
on and off remotely, while a robot vacuum cleaner keeps the dust down for
your return. But you could not make ice cream, you could not break the
eggs, heat the cream (or soy perhaps), mix them in the right amounts with
other ingredients, dark chocolate maybe, and then turn your mobile phone
into an ice cream maker that freezes the mixture in that special way, ready
for the freezer and later for eating. Even if a 3D food printer were available
it would still be using the mobile phone to turn on a device, it would not
be making the ice cream with the phone itself. Asked to make ice cream
with your phone, you would most likely feel that you were determined by
the technology of your mobile phone to be unable to do so.

Yet, the struggle just outlined to find a way of making ice cream
with a mobile phone also showed that a great deal could be done. Look
at the flows of information, the access to recipes and to shopping and
automating your refrigerator to order goods. It is not so fanciful to start
thinking that the boundaries between whatever it is that ‘makes’ some ice
cream and the phone are melting. The question I asked becomes more
complex as the connections between technologies, environment, animals
(who after all make many of the ingredients of ice cream), humans, and

their inter-mingled actions are examined.
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The case of the smartphone being unable to make ice cream points to
a stumbling block in front of everyone who wants to examine politics in
which technologies play prominent roles, and this is true of information
politics. The idea will arise that the technologies themselves decide what
can and cannot occur, and that these determining technologies are separate
from human, animal and other kinds of actors. This sense of being tech-
nologically determined separates technological factors from other social
and cultural factors conferring on some the power to determine others. In
what follows it will be argued on the contrary that any sense of there being
a division in which technologies can play an active role that is distinct
from human, animal or other actors is itself the result of certain dynamics
of forces that create such divisions. This does not mean that technologies
do not ‘act’ but that they always act with and are acted on by other actors
in whose inter-relations the separation of factors is itself made. The issue
then is what forces or touches create a separation of technology and
sociality that makes us feel determined by a technology as if it were an
‘outside’ factor.

There can be no doubt that the question of information technologies
is important for information politics, but the question will be answered
poorly if such technologies are assumed to be in some sense separate
from other social and cultural factors and able to affect those factors
without being affected themselves. Instead, the issue is to see how any
such separations are created and maintained. I will argue in addition
that information politics has a core dynamic, a core relation of forces, in
which particular divisions of technology and politics develop and in doing
so structure the politics of information. The starting point is, then, not
technology and politics but information and its flows. And the starting
point in understanding this is the end point of the previous chapter: the
role of recursion in creating the flood of information and the overwhelming
number of differences powering their way around the world carrying an
information techno-politics. Because recursions can create exponential
increases in information, the era of digitisation and the internet involves a
reversal of information scarcity and a new dynamic based on information
excess. The flood of information sets a problem that produces forms of
technological determinism, embedding particular politics in hardware and
software. This, in turn, identifies those able to conduct this embedding as
particularly privileged actors, both human and non-human.

This chapter will explore technologies and devices as a dynamic of
power in information politics in three parts. First, it will examine the flood
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of information in the phenomenon of information overload. The link here
is to recursion that underpins a large part of the increase in information in
the twenty-first century by enabling exponential increases in information
production. Second, it will examine how this flood of information is often
ameliorated by interposing a technological device between the users
of information and the flood of information. It will be seen that each
such device is partial and culturally formed and so embeds within our
information lives particular values that are formed into technologies. This
section of the chapter will also examine the paradox that these devices also
produce new information and so can repeat the problem of information
overload by contributing to the information flood instead of ameliorating
it. Finally, the chapter will examine how this dynamic of information and
technological devices attributes a particular importance to expertise in
information environments, particularly in the manipulation of software.
This expertise may be disciplined in corporate and government settings
or utilised in populist ways, but underpinning both uses of expertise is the
importance of manipulating information in software forms.

Information overload answered by techno-political configurations
that create particular forms of technological determinism that are
then implemented and managed by a specific set of actors summarises
the way technologies are embraced by information politics. Each of
these three elements — information overload, repeated techno-political
configurations, implementers and managers of configurations — will now

be examined in turn.

The Disorganisation of Too Much Information

It is never just the amount of information that causes problems, it is
also its organisational form that makes the twenty-first century a time of
information overload. As Andrejevic points out:

Surely during the 17th century people were absorbing all kinds of
information directly from the world around them, as we do today
through the course of our daily lives. There is little indication that our
sensory apparatus has become more finely tuned or capacious. However,
the amount of mediated information — that which we self-consciously
reflect upon as information presented to us in constructed and contrived
formats (TV shows, movies, newspapers, Tweets, status updates, blogs,
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text messages, and so on) via various devices including televisions,
radios, computers and so on — has surely increased dramatically, thanks
in no small part to the proliferation of portable, networked, interactive
devices ... Glut is no longer a ‘pull’ phenomenon but a ‘push’ one. We
don’t go to it, it comes to us. It is the mediated atmosphere in which we
are immersed. (Andrejevic 2013: 2-3)

The infoglut that Andrejevic catalogues is driven, in large part, by
recursions that push this complexity ever further, at times producing bursts
of exponential growth that are likely to see the amounts of information
created and made available continuing to double, triple and possibly more
year on year. Many figures could be used to show this, but here one will
be taken as emblematic: between 1966 and 2007 analog information grew
from 2.62 billion gigabytes to 18.86 billion gigabytes while in the same
time period digital information grew from .02 billion gigabytes to 276.12
billion gigabytes (Hilbert and Lopez 2011). Such figures showing massive
information growth and their implied issues of information organisation
confirm the period of digitisation and the internet as a period of
information flood (Jordan 1999a: 117-27; Andrejevic 2013; Shenk 1997).
The immediate problem of information flood is twofold. First there is
the obvious concern of simply finding the information that is needed amid
all the many different possibilities. For example, finding information on
the World Wide Web is usually a matter of learning to use a search engine.
But search tools are also multiplying and becoming embedded in mobile
devices, and are now also often available within applications or specialist
sites, such as an internal search on a shopping site or a search tool within
an app. It is not just a matter of learning to type www.google.somewhere
into a browser but also of finding what is wanted in many different virtual
places. At each turn, there are not only plug-ins and add-ons that may or
may not help marshal information, there is also the information gained
that itself seems to extend on. The sheer amount of information demands
management and organisation. Management is also necessary because of
the second problem of information flood which is the implication that
with so much of it available, the required information ‘must be’ out there,
if only one could find it. There is rarely an information need that seems
like it obviously cannot be met and this leads to a near-metaphysical
struggle to access the desired information. If the first problem of too much
information leads to a scrambling then this second problem may lead to a
failure to stop searching and accept that the information is not available
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and, instead, lead to an almost pathological quest to continue seeking out
some kind of information which may or may not be already articulated.
The recursions of information overload exist in the context of the digital
— which combines both more types of media-objects (text, then pictures,
then audio, then films, then live video, etc.) and radical reductions in the
costs of producing and altering many media-objects — combined with the
internet, with its restructuring of the distribution of media-objects and its
innovations in communication. One example would be music.

If we take the point reached in 2014 then it is possible to access virtually
limitless amounts of music, much of it for free (if one is willing to ignore
legalities). First, all kinds of music can now be converted into the same
digital substance or may be immediately digital, which is itself able to be
compressed into a much smaller space than previously possible. As storage
capacities simultaneously become smaller in physical size, larger in data
capacity and cheaper to produce, so music can not only be reduced to the
one format but can also occupy far smaller physical spaces (Wikstrom
2010; Kot 2009). This has become so accentuated that what were only
recently almost unimaginable amounts of music can now be placed in
a pocket.

This poses problems of course, in particular, how does someone find
the music they want? This has two aspects: first, how does someone
find something that they have already identified? Second, how do they
find things they would like but do not yet know about? Being a digital
question various tags and labels are searchable so this is really an interface
problem in the sense of producing something that can allow searching,
which repeats the general information overload problem of needing
specialist searches embedded in particular kinds of devices. Finding out
about music you do not already know is of course not an entirely new
problem. In the same way as before digitisation, reviews, recommenda-
tions from friends, following new releases from old favourites, and so on
will continue to be important when it comes to discovering new music.
In addition, researching different genres becomes possible and even more
viable when music is being downloaded for free as there is little cost.
Pay-services also often offer ways of sampling, for example by making
short snippets of songs available. A further means is that many streaming
services offer the chance of hearing music in full even if they do not allow
recording. And so on.

The effect of the digital on music is to create a huge sea of music,
often seeming like all the music that has ever been recorded, and the
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only way to manage access to this is through a range of interfaces that
organise searching in various ways. The same story could be multiplied
across any media-object, from film and texts to radio and recorded speech,
to photographs and so on. Moreover, each such sea of media-objects
constantly poses the problem that the sheer amount of information
overwhelms the search for the right media-object. Many of us will
have experienced searching for a particular piece of music (or other
media-object) and becoming lost in the multiple possibilities for finding
it, while all the time managing the ethical and legal issues of whether to
use free and/or pirate sites (Andrejevic 2013: 1-18).

The sea is enticing and threatening. At any time, drowning in the sheer
amount of data is a possibility. If someone wants a specific song by a specific
musician or a book by a particular author then it may well appear to many
that our search devices allow us to navigate the data oceans. However, as
soon as the search begins to shift into something a bit vaguer, like wanting
a genre of music or looking for a book on a topic, then the search is likely
to become less smooth and overload to become threatening.

A founding condition of information life is then the threat of
information overload, the fear of being drowned in data. This threat is a
constant presence, built on the vast amounts of data that are available and
the fantasy that any desired information is really out there. Between the
sea of information and the desire for information lies the experience of
information overload.

Managing Overload with Devices

It was impossible to describe information overload in the previous section
without mentioning the technological devices that we place between
ourselves and the sea of information. For example, I often mentioned
interfaces. Here is where technology embraces us in ways that become
constituent and often hidden aspects of our politics. It is a moment so
common and so embedded in our information lives that it takes a little
excavating to see its significance.

In the previous section this significance was marked by ‘search’, and
what was meant by this was an interface that allows a review to be done of
a field of data-objects. This means that someone programmed an interface
that was able to read various data-markers from the media-objects it
surveyed, to order what it read according to some input from the user of
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the interface, and then to represent a subset of the data surveyed ranked
according to assumptions made about the meaning of the input. This
might seem to over-complicate an obvious process but there are parts of it
that need attention because they are so often buried within the searches
we use. The two key moments are the pulling out and re-presenting of a
subset from the sea of data and that the mechanisms for doing this are
based on an interpretation of what a user has entered into an interface that
is itself offering only certain possibilities.

The technological devices we interpose, necessarily, between ourselves
and information overload embed within themselves assumptions about the
nature of what we want to find and return to us results based on interpre-
tations of choices we make when we are only able to make certain choices.
This embedding occurs repeatedly and sets an underlying dynamic that
separates out those able to design and implement such information-man-
agement devices from those who can only use them. There are so many
examples of this, from great to small, and they all conform to this general
pattern of managing information through a technological device that
re-presents subsets of data according to interpretations. Moreover, since
such devices themselves produce information that needs to be managed,
the whole process can be repeated with the device that was meant to
manage information overload beginning to contribute further to overload.

Let me offer an example. Search, as has already been argued, is essential
in an internet-connected world. Imagine, just for a moment, trying to
find something you want by simply knowing its address or being able to
intuitively navigate there. If you could find a starting point, for example
if you were searching for anarcho-gardening composting advice (not a
personal choice I admit) and knew the address for the site ‘Gardening as an
Anarchist Plot’ then you might start there and hope for a link, but if, sadly,
there were no links or advice specifically for anarcho-composting then you
would be stuck again. Trying to find something on the World Wide Web
when you have no starting point, or when your starting point runs dry, is
a very difficult process both because of the sheer amount of information
and because once a starting point runs dry the web is not organised to help
find things but is grown according to whatever website producers choose
to build. For these reasons, the vast majority of us need and use search
and the majority of searches in the early twenty-first century go through
Google. For example, in December 2012, Google had 65.2 per cent of all

search engine searches worldwide with a total of 114.7 billion searches in



52 Information Politics

that month; Baidu was second with 8.2 per cent and 14.5 billion searches
(Sullivan 2013).

A Google search is a specific thing structured according to a number of
pre-set variables of which three can be mentioned to make the point. First,
Google uses a patented system called PageRank. This searches backlinks,
that is links others have made to a website and not the links a site makes
to targeted sites, and treats them as ‘votes’ on the importance of a site. The
more people who link to a site the more important that site is held to be
on its particular topic. Sites are also ranked in this way and a high-ranking
site’s links are worth more than a low-ranking one, so ten low-ranking
links may be worth less in defining the importance of a site than one or
two high-ranking links (Levy 2011: 21—5; Halavais 2008: 65-8). Second,
Google personalises search by tracking where users go and what they do,
and is able to tailor searches to the user. Perhaps a user can be identified
as reading in a particular language, or a searcher’s previous requests might
allow Google to distinguish whether ‘football’ is really an interest in soccer,
the US National Football League or Australian Rules Football (Feuz et al.
2011). Finally, Google sometimes shifts results if they believe, for example,
someone has worked out a way to ‘game’ their system and gain a higher
rating than their site deserved. There are also concerns that Google has
altered search results to favour its own products — which it was rumoured
in 2012 would lead to a government monopoly investigation — or for social
reasons, such as to prevent information on how to commit suicide being
easily shared (Halavais 2008: 71-6).

None of this is startling except it makes the point that the majority of
searches conducted over the internet are structured by the technologies,
the software code and server farms that Google has so successfully created
(Hillis et al. 2013). This is not necessarily to attack Google’s search engine
— those who can remember searching prior to its rise may forever retain a
soft spot in their hearts for Google. It is rather to point out that search is
structured by a technological device that is used by searchers but is created
and maintained elsewhere and whose workings are opaque. Moreover, the
point is that search must be like this and will always have to be structured
in some way, leading to the question: What can be known about how the
searches that return information are made and operate?

Another example is BitTorrent. Within this particular highly popular
peer-to-peer technology finding a starting point is often achieved by finding
(perhaps with the help of a Google search) a BitTorrent site that holds an
index of torrents that users have uploaded. The specific form of search on
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such a site then allows a user to examine databases of torrents according
to names of artists, movies, audio, genres, etc. Most famously one might
go to Pirate Bay and search for a piece of music. Again a particular piece of
software interposes itself to manage information access. In this case, the
choices become extensive enough that a further stage has created a site
like Torrentz which does not itself hold a torrent database but searches
a number of other torrent sites returning a wider range of results. This
overcomes a potential balkanisation when someone searching, perhaps for
an obscure piece of music, also has to search across a range of torrent sites
if their choice is not found at the first, or second, or third, and so on, site.
Again the particular nature of search on each site structures the kinds of
information a user can gain.

Recursion is relevant here because many of these kinds of search
sites then apply their own searches to themselves to help generate more
accurate searches. We then sail the information seas by using and assuming
various technological devices, just as we would use and assume that a sail
will work if we really were on the ocean. However, something further
happens here because we are dealing with information. As already noted,
the device may well include forms of recursive information production,
which can cause it to produce a new form of the very problem it was
meant to solve. Technologies’ embrace means not just that we have to rely
on a technology, as we often do when driving a car or riding a bike, but
involves the characteristic that is specific to information environments
that the device may produce the very problem of too much information
that it was introduced to solve.

This is a key feature of overload and its management through devices
that distinguishes information contexts from many other contexts where
technological devices are used to manage situations. It is not unusual to
interpose some technology which manages a particular situation, after all
knives, forks and chopsticks help to manage the task of eating. However,
with information the problem requiring management can be exacerbated
by the management that is put in place. Again this might seem like
something that happens in many contexts, as someone learning to eat
using unfamiliar cutlery can attest. However, cutlery or other technologies
performing management roles fail when they contribute further problems
and do not succeed by producing more of the same problem they were
intended to solve, but this can be the case with information devices.

Information devices differ in that their production of new differences to
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manage old differences can lead, and often by its nature must lead, to the
production of new information overload.

Everything that we do to manage our information returns as further
information; if this is a recursive process then it may produce exponentially
increasing information flows. Torrentz was mentioned above as a solution
to the problem of searching for torrent files that were separated across
different individualised data-bases, and it did this by constructing a
meta-database. In October 2012, Torrentz was cross-referencing 35
different torrent sites, indexing 21,567,904 active torrents from 84,171,744
pages. However, while such a strategy reduces information overload,
stopping a searcher from having to repeat a search across 35 different
sites, it also begins the process of reproducing the original problem.
The intervention of a meta-search engine here produces a reduction in
information overload, 35 searches reduced to one search, but at the same
time it produces some new information. For example, how to effectively
use Torrentz itself becomes some of the new information needed by a
searcher. Moreover, Torrentz does not cover all torrent sites; for example,
Sumotorrent was not covered by Torrentz at the time of writing. While
there is no doubt an advantage for the searcher in using Torrentz against
having to search 35 separate databases, when the searcher realises that
there is a torrent site worth looking at that Torrentz does not cover, then
the same information problem that Torrentz addressed reappears. One
can imagine the point at which there are a number of meta-torrent sites
that themselves could be gathered together by a meta-meta-site. At each
such junction, new information is produced and recursed.

Nor does any device, meta or not, satisfy the abstract sense that
something is out there. A search on Torrentz for the classic jazz album
Blues and the Abstract Truth yields only a couple of torrents, only one of
which might be worth pursuing with five individuals providing or ‘seeding’
it. Five seeding a torrent is small enough that it may not be possible to
download from this information, leading to a search for other torrent sites
— perhaps there is a jazz-themed torrent site somewhere? — or perhaps a
switch to a pay site. The point here is not an issue of piracy or legality but
an issue of information overload, management through device, and then
further overload.

A second story similar to that of meta-torrent sites could be told about
the rise of ‘social media management’ devices. There are many different

kinds of social media, with some offering different functions to others and
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some offering more targeted audiences. While we might think that Twitter
and Facebook, circa 2014, dominate social media and micro-blogging,
there is LinkedIn for a more vocational and employment focused social
media, Foursquare to locate oneself in space, and a range of other social
media it is conceivable people would use, from old ones such as Myspace
to Google+. This potentially creates another version of the balkanised
torrent databases, with the added complication that whereas torrent
sites all involved fairly similar kinds of searches that produced similar
information, different social media sites may produce different kinds of
information and require quite different kinds of management.

As a consequence, some meta-social-media devices have emerged in
response to the potential overload of trying to see what appears on all the
different social media sites. These devices offer such abilities as simplified
ways of posting so that, wherever possible, one need only post something
once to see it appear in different social media. The device Tweetdeck
attempts to perform precisely this function, beginning with Twitter and
then integrating Facebook statuses. Myspace was soon added, and in
2009 LinkedIn, followed in 2010 by Google Buzz and Foursquare, only
for Tweetdeck to reverse and limit itself to Twitter and Facebook in 2012.
Originally focused on managing Twitter, Tweetdeck was particularly liked,
many claimed, for its ability to manage large numbers of micro-blog tweets
ensuring that what a user thought of as important tweets were made
visible. Tweetdeck then first expanded into and subsequently contracted
from other social media. Anyone disappointed to have lost access to a
range of social media sites once Tweetdeck reverted to a focus on Twitter
and Facebook could instead install Hootsuite and begin learning how
to manage Twitter, Facebook, LinkedIn, Google+, Foursquare, Mixi,
Wordpress and several other social media sites all through Hootsuite. The
creation of such devices leads to ever changing features so that simply
managing is no longer enough and more sophisticated means of finding
the most important information across social media have to be created.

A further complication is language issues, which mean there are a
range of other sites which a multi-lingual actor might need. For example,
Orkut was launched as a social media site by Google but largely failed in
Europe and the USA, while creating a large constituency in Brazil and
India. Any bilingual actor needing to project their social media presence
may well then have both Orkut and Facebook and may start to ponder

that information overload and how to manage it. Many Chinese internet
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users who are outside China have micro-blogging accounts to use within
and without China, for example using both Twitter and Sina Weibo or
Facebook and Renren.

Finally, we might remember that Facebook, like other social media, is
itself a meta-device that links together and integrates a range of types of
communication. Chatting, posting pictures, putting up short updates of
one’s status and so on were all possible prior to Facebook and the invention
of social media, they were just often located in separate applications. For
example, one might be running a blog through a website that included
short updates but then using Internet Relay Chat to talk to friends
online. Facebook introduced no new capabilities to the internet but put a
range of existing services in one place and then used this power to make
connections easier and more intuitive for many.

The cycle of information overload, driven as it is by recursion and oceans
of data, is one in which each form of overload a particular actor faces is
often managed by interposing a technological device that itself must in
some way be a partial or biased device, in the sense that it must make
choices about how information is conceived and managed. These devices
themselves produce information and often, though not necessarily, lead to
further forms of information overload, precipitating more technological
devices. At each turn, as each set of information technologies becomes
embedded into our lives and actions, the nature of the choices made to
form each device tend to disappear into those devices. We are embraced
by information technology (Jordan 1999a: 115-34).

For information politics this is an important process because we know
that this embrace is constituted by many devices each of which is in some
way formed and is never neutral. We need to think through this general
politics, not because it is inherently oppressive to be embraced by such
technologies but because we need to understand the particular forces
that are created and sustained by the technological embrace that is driven
relentlessly on by information overload. One angle on this is already clear,
that in an information context we are drawn further and further into this
embrace. A second angle is to consider the issue of bias or selectivity that
goes into these devices, because this points to the actors who form the
technologies. It is important next to identify a key basis for active forces in
devices and then, in conclusion, to draw these threads together to see the

second major dynamic of information politics.
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The Expertise Basis for Information Power

Dependence on information cultures and politics that are embedded
within information technologies is an ever spiralling process; as we
manage information in new ways information itself mutates into new
forms that often require new types of management. This connects to a
hyper-consumerism that sees devices that perform largely the same
functions with largely the same interfaces being differentiated through
style and size — for example, the differences between an iPhone, iPod,
iPad Mini and iPad, with someone somewhere no doubt finding different
functions for all these and possibly a Macbook Air and/or Macbook Pro
laptop as well (not to mention their Apple TV). This kind of commodifica-
tion and (non)differentiation is typical of most aspects of modern branding
and marketing; what is at stake for information politics when connecting
to such processes is different. What is at stake in information terms is the
control of these different devices and the ability to create and alter them,
suggesting the role of expertise in forming digital environments. To see
the way technologies’ embrace produces an issue of expertise, it will be
useful to first outline an example.

iPhones are, like most Apple products, as closed a technology as their
company can make them. You can only find apps to add to an iPhone
on iTunes and these only appear when approved by Apple; you can only
get updates to your software through iTunes and you can only buy and
download music through iTunes to your iPhone. This design (a topic to
be returned to later when analysing the iPad) is made possible by the
thousands of programmers, designers and other Apple employees who
contribute to designing the iPhone. Such employees vary from the world
famous designer Sir Jonathan Ives, credited with leading design of the
iMac and then iPod, iPhone and others, to the ‘top 100’ employees who
are invited to the annual meeting with company leaders (Steve Jobs when
alive instituted and ran the meeting), to the thousands of programmers
working to implement the visions those such as Jobs, Ives and the top
100 articulate (Kahney 2013). Jobs’ vision was famously one of selling a
closed system in which every aspect is determined by Apple and which
then gives to the user an experience they never knew they wanted but,
as has sometimes proven to be true, can now often hardly live without.
This covers not only Apple design but also Apple censorship, thanks to
its control over the approval of apps. Famously, Apple initially refused
cartoonist Mark Fiore’s app because it ‘ridiculed public figures’, and also
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banned an app that aggregated existing news feeds to show where US
drone strikes had occurred (Bonnington and Aackerman 2012; Singel
2010). Apple’s control of iPhones becomes absolutely clear in its delivery
not just of a design vision but also of a political and artistic vision, both of
which users did not necessarily know was better for them.

From this we can see that the closed design ethos of Apple, combining
software and hardware, isjust that — an ethos that could be quite different and
which implements a very particular version of how information products
should be made and sold. All this is made possible by the work of thousands
of designers and programmers and those who make the physical objects or
sell them in the temple of the Apple Store. The expertise required to design
and implement the vision of an integrated device cannot be supplied by
just one person, however big a say Ives or Jobs may have had on various
products. Many skilled bodies are needed to help in the completion of the
object and Apple manages these skilled bodies with the usual techniques
of employment in capitalist companies in relation to hackers and creative
labour. Importing a neutered version of hacker culture into companies,
as do Apple and Microsoft, is a specific version of the general strategy in
relation to creative or cultural labour of extracting high workloads and
levels of commitment to the profits of a company by offering a pay off in
creativity and contribution to projects (Banks 2007; Gill and Pratt 2008).
The iPhone designed and maintained through all too familiar methods of
using creativity and some ill-defined sense of participating in ‘the cool’ to
extract high levels of labour, indeed high levels of creative surplus value,
from programmers, designers and other information creative workers.
Through all this in Apple is threaded the overall design ethos of the closure
of technologies and the superiority of the designers’ vision over the user. As
aresult, an iPhone gives the user what they did not know they needed and
delivers this by denying the user control over their data and the device they
have purchased (Jordan 2008: 112—-7).

This closed nature can, however, be transgressed, and there may be many
different reasons for conducting such a transgression: abstract principles
based on the desire for free technologies; consumer rights reasons based
on the desire to control the objects someone has bought; opposition to
censorship based on disgust at the banning of some apps; or some other
form of opposition to Apple’s control of their software and hardware.
Within Marxist theory this could also be understood as a more general
reaction to the subsumption of labour that has become more intellectual
and abstract at the beginning of the twenty-first century, in a sense
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tulfilling Marx’s argument about the general intellect being subsumed as a
form of alienated labour (Vercellone 2007; Dean 2012: 129). This Marxian
view is useful in understanding the ‘programming proletariat’ who have
been alienated from their intellectual labour of software coding, but it is
not the only such process behind the ways some have pursued breaking
open iPhones. While undoubtedly an important way of understanding the
role of information in capitalism, to understand information politics it is
also important to recognise that resistance comes from those who might
be informationally alienated, rather than just alienated from their labour.
Such information actors may therefore take up specific information
issues, such as those just mentioned to do with censorship or control of
technology, that are a politics in-itself rather than being a reflection of
another important politics of resistance to capitalism.

Whatever the motivations, the term for taking control over Apple
devices is ‘jailbreaking’, derived from a term used in Unix-like computer
systems. Essentially, the design of the iPhone (and other Apple devices
like iPods, iPads and so on) has been researched by volunteers who
share information. Some techniques explore any available technical
specifications, and often there are also attempts to reverse engineer
the devices. These and other techniques are shared among developers
who then produce software programmes, such as Redsnow, Ultrasnow,
PwnagTool, that can free the iPhone. As is common on the internet, a great
deal of advice is also available from ‘how-to’ guides that offer step-by-step
methods of jailbreaking, or on forums dedicated to jailbreaking on which
queries or problems can be posted and often answered. Once jailbroken an
iPhone can connect to different sources of apps and updates than iTunes
and offers opportunities for customisation that iTunes would block.

Against the corporate structure of Apple experts there are volunteer
hackers creating alternative tools for an alternative Apple. For example,
in November 2012 the key jailbreaking development team, iPhone Dev
Team, listed just 28 members of their team on the ‘who we are’ section of
their online portal. This, then, is not even a ‘top 100’, let alone comparable
to the thousands that Apple can employ, but is instead a handful of hackers
who can marshal expertise to reverse the closed ethos of Apple and allow
users access to a range of different capabilities. Jailbreaking also allows a
reversal of the key corporate strategy by which Apple sells exclusive access
to their iPhone to a particular mobile phone operator, thereby ensuring
that anyone who wants an iPhone may be driven to buy their mobile phone
connection from particular operators. Jailbreaking allows users to simply
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insert their sim card and the iPhone will pick up whichever mobile phone
company the sim card is connected to. The expertise of a hacking team
here reverses what might seem to be an overwhelming corporate authority.

Moreover, these techniques mean that anyone who has an internet
connection and is persistent enough can also draw on this rebel expertise
to alter Apple’s corporate control. Faced with an old iPhone of my own
that was of more use as paper-weight than anything else, I was able
with an afternoon’s work based on no prior expertise to confirm that
jailbreaking works. This was done at little more cost to me than my time
and a few moments of frustration and cursing which eventually led to
the success of a functioning jailbroken iPhone put back into use. In my
case, the key actions were generally not taken by me but rather by the
software I downloaded and used. Once passed on from the iPhone Dev
Team, a programme like Redsnow became an actor that I was used by as
it demanded I employ it properly or be reduced to failure and cursing,
which usually led to seeking more advice and altering my actions till the
software was able to work. Because of such inter-minglings of human and
non-human actors it is important in information environments, and in
many other political environments, to focus on what actions are possible
and who or what is acting without presuming that it must be a human
taking the action. Instead, the importance of technological devices and
their embedding, often very deeply, in our lives means we have to analyse
them as actors when and where that is appropriate.

In this story of the iPhone as closed corporate device or jailbroken
open device, we see the two sides of an expertise-fuelled elite who derive
much of their ability to take actions in the world that others cannot
from their place as the producers and managers of all the various devices
we insert into our lives to control information overload (Jordan 1999a:
135—41). On the one hand, this expertise can be employed and owned by
institutions. The case I have followed is that of a large US corporation
but it could also have been other types of institutions, with governments
particularly important in this regard, as Snowden’s revelations about
surveillance have made clear (Harding 2014). Here many highly trained
individuals are alienated from the control of their expertise as it is put
to use for profit or for national goals. One characteristic already noted is
the way these institutions often attempt to give a ‘hacker’ culture to their
software programmers and designers thereby investing the actions these
individuals can take with the appearance of a creative and countercultural
activity that in many cases has no more substance than that of being a
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worker in a software factory and, moreover, a worker often exploited by
short-term contracts, a lack of rights and expectations of long and intense
hours of work. As already noted, this has a strong connection to Marxist
discourse around the subsumption of labour, though it does not mean
that information politics thus defaults to being entirely understood in this
way. Rather, we see here an example of the use of multi-polar politics as
a framing device because it is consistent to claim that such information
workers and their alienation can be understood through Marx but needs
to be articulated differently depending on whether one is focused on the
critique of capitalism or on the nature of information as a politics. In the
former case, subsumption of the general intellect is a viable articulation
of the core issue of expertise in relation to capitalism’s pursuit of surplus
value and labour exploitation, but in the latter case it remains only a
partial element of an account that needs to be articulated equally in
relation to issues of recursion and devices that offer up expertise as a core
source of the ability to act within and to effect information politics (Jordan
2008: 112-7; Neff 2012; Vercellone 2007). The connections between such
poles of politics, or between political antagonisms, is an issue that will be
taken up more fully later, particularly on the basis of concrete examples
discussed in Part 3 of this book.

On the other hand, active actions can be created by people whose
expertise is not alienated in large institutions because in information
environments such actions do not need access to tools requiring huge
resources to operate. Jailbreaking shows how a small team of creative
programmers can fundamentally alter the control Apple seeks over
its products. Jailbreaking also demonstrates that this expertise can be
distributed and supported in such a way that even a cultural analyst like
myself can learn to take the programming actions necessary to counteract
the corporate control of devices. It is tempting then to see hackers as a new

revolutionary class, and Wark certainly makes a passionate case for this:

There is a third politics which stands outside the alliances and
compromises of the post-89 world. Where both envelope and vectoral
politics are representative politics, which deal with aggregate party
alliances and interests, this third politics is a stateless politics, which
seeks escape from politics as such. The third politics is a politics of
the hack, inventing relations outside representation ... Rather than

a representative politics, representing advocacy of movement or
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opposition to movement, there is an expressive politics that escapes
representation. (Wark 2004: 251)

Wark’s assessment of the potential for hackers to reorder technologies’
embrace identifies their ability to utilise expertise as a different kind of
politics. However, this non-representative politics can already be seen to be
subject to attempts to control and marshal it by institutions. The cynicism
of such institutions means that they may employ methods to ensure their
workers retain their culture as hackers while simultaneously converting
them into members of the proletariat alienated from their very source of
power (Jordan 2008: 6—7; Postigo 2012). For every programmer whose use
of their expertise marks them as a producer of jailbreaking or of Wikipedia
or Wikileaks, there are also far more programmers who operate within
government and corporate controls that convert them into the equivalent
of the car mechanics of the information age, able to alter and affect but
with no say in the fact that cars are made and run in certain ways.

A further point is that because it is expertise that fuels the ability to
intervene into devices this marks out even Wark’s kinds of revolutionary
hackers as different, even at times as an elite. When jailbreaking an iPhone
I had to be used by certain programmes and had no ability to check those
programmes because I lacked the expertise, which would have taken me
years of training to attain. The sense in which these programmes ran me
by demanding I used them properly to achieve my aims is also a sense in
which the expertise of iPhone Dev Team hackers was embodied in those
programmes and so it was their expertise that was using me to jailbreak. It
is sometimes remarked that free software is more secure because what it
does can be checked since the source code is available, which is true; but
being able to read the source code requires a hard won expertise in software
programming that is not available to the majority of users of source code
and of information devices. If free software is to be checked then it will
be checked by individuals from an expertise-based information elite. Even
if Wark’s expressive and non-representational politics is realised in such
groups as the iPhone Dev Team, there is a further question to be asked
about who is really able to be active and create differences. Did I jailbreak
the iPhone? Or did I make myself the reactive tool of those who gave
me advice, the programmes I ran, and those who wrote and distributed
the programmes?

Fundamentally, it is the fact that it is information that is at stake, all
those myriad differences being moved, that offers expertise in devices a key
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role in taking actions in information politics. Software is fundamentally
malleable in a way that few things are because it is information at play,
not because it is immaterial. We need to remember that information
is always material or we are likely to ascribe its flexibility to magical
processes rather than identifying the source of the ability to act in the
management and control of the movement of differences. This expertise
is then fuelled, intensified and embedded by the spiralling use of devices
to manage information flows when there are always more and other flows

being produced that need similar management.

The Necessity of Hidden Actors

Information technologies deeply and powerfully embrace us in the
information age through these specific processes of managing information
overload with embedded technological devices. The recurrence of
information overload often follows in new forms channelled by devices
and the further embedding of devices and abilities to take action in these
processes that are based primarily on expertise. Many hidden actors are
now whirring away managing and producing information and it will
become an essential political task to identify and produce the actors who
open up control of information actions, particularly the actions taken over
and ‘for’ us. The Free Software movement and hackers emerge as key here,
but we need to continue to explore to find out what their desires are likely
to be within the political contradiction of information (Coleman 2012c;
Kelty 2008).

To begin to see this we will need to add to the dynamic of recursion and
of devices driven by overload a third fundamental dynamic of information
politics inherent in the contradictory necessity that networks and
protocols have for each other. Even so, at this stage it seems clear that the
future will need to be jailbroken.



3

Network and Protocol Theory:
Dis/ Organising Information
Power

Networks

Two dynamics of information politics and power have been outlined,
recursion and devices. With recursion we see massive flows of information
that both are differences and return as differences, and hence as more
information, which means that anyone who can create a recursion
can control the information that comes from that recursion; that is,
information squatters are defined by the recursions they control. The
possibility of exploitation is here opened up depending on what the
squattocracy do with the information that is gifted to them through their
control of a particular recursive form. Do they take as their own what is
after all collectively produced but channelled through their recursions? Or
do they try to promote collectivity by opening up their recursions to those
who use them? We should be careful of implying an instant morality here
because though the information flows are collectively produced they are
only exploitable because of the implementation of some kind of recursion,
and that recursion only exists because of the labour of recursion creators
as well as of users.

The second dynamic of information power builds on this potential for
information commons production and privatisation because recursions
produce exponentially increasing amounts of information — more and
more differences move. These information flows are increasingly dealt
with by the introduction of devices that manage such flows: the spam
filter, the friends list, the auto-distribution of email, the ‘meta-app’
that manages several apps and/or several app accounts, and so on. The

exploitations and liberations that may come with recursive flows are
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embedded in technologies and this begins to submerge and obscure
such collective relations within technological infrastructures that are
then simply ‘used’. Yet each such device must produce its own kinds of
information, often also creating new recursions and so producing further
information flows. Sometimes a device will help manage the information
flow and sometimes it will begin to produce new gluts of information. As
each device is introduced and then trained for its task of management, it
embeds within infrastructures its own specific form of forces.

The final dynamic of information politics and power is the organisation
of such recursions and devices into coherent and repeatable patterns of
interaction between many kinds of actors — human, technological and
other. Here one of the most commonly used words in the twenty-first
century becomes important, for this organisation of information power is
done through networks. Without networks all the recursions and devices
that manage information flows add up to little more than individualised
instances; with networks, particular types of organisation of information
powers emerge. This chapter traces this network effect, understanding
networks in the context of differential relations of forces that flow through
information.

This dynamic of networks has been noted by many in many contexts
and has produced extensive debate. Some aspects of these debates will
be reviewed in the next section, but at this point it is worth noting that
while the debates cover a wide range of theories and contexts they often
do not address the issue focused on here, that of identifying information
as a political antagonism. The discussion of networks is accordingly
problematic because there is so much written about networks across many
different kinds of conceptual and empirical terrain. That is why the brief
reminder given above of the first two dynamics of information politics
is important because networks have to operate at their conceptual level.
Because of this the next section will review some existing network theories
but is in no way comprehensive. My analysis focuses particularly on the
most widely influential conceptualisation of networks, that of Castells,
and on what should be just as influential a theory, namely Galloway’s
analysis of protocols (which is closest conceptually to my arguments),
though several other network theories will also be touched on.

Following this examination of some relevant existing theories of
networks resulting in the linking of networks and protocols as one
form of organisation, I will extend these concepts by putting them
into conversation with an example of networks. If the network is the
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organising principle of information power then it is worth seeing it in
action. Accordingly, a key empirical example of network theory will be
explored in the internet’s architecture. Following this it will be possible
to complete the abstract theory of the dynamics of information politics by
outlining together the three inter-related dynamics.

Theories of Networks and of Protocols

The transformation of all aspects of society in the late twentieth and
ongoing into the early twenty-first century has a symbol: the network.
There is an extreme, almost hallucinogenic vision of networks in which
every aspect of society was once organised according to hierarchies that
were pyramid like and in which authority was centralised to always be
exercised from the top down - or as Tony Soprano succinctly put it, ‘shit
flows down and money flows up’. The vision then argues that the pyramidal
structures were transformed into a ‘dis-organisation’ in which all are peers
connected equally to each other with authority distributed across nodes
of a web-like network. Though this is an acutely stereotyped version of
what the rise of the network has been taken to mean, it dramatises the
opposition many felt was being played out across such different realms as
business — where it was thought team-working and globalised networking
was overtaking centralised production lines — through to populist political
activism, where the centralised political party and organised unions were
often held to be giving way to decentred, dispersed social movements
struggling over a multiplicity of issues.

The straightforward transformation of society from pyramidal
centralised authority to networked distributed relations is clearly a myth,
if for a moment we think that it accurately and completely describes the
transformation of society at the end of the twentieth century. However, it
does reflect the evidence that some significant aspects of society have been
transformed through the rise of networking and that this has led to social
change. The clearest articulation of this is in the work of Castells, defining
what he names ‘the Information Age’. In this work Castells argues that
many aspects of society are being transformed according to network logics
(Castells 2000b). While it is not necessary in this conceptually driven
context to give a full account of what Castells believes has happened
to society, it is worth asking what he means by ‘network’. A critique of
Castells’ theory of the network both addresses key aspects of networks that
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are being discussed and will be a basis to introduce Galloway’s articulation
of protocol as a concept both as important as that of the network and
as inescapably linked to networks. From these two sources a theory of
inextricably linked networks and protocols as the organising principle of
information environments will be formed.

Castells argues that networks have become the dominant form of social
organisation and source of power (Castells 2009: 10; Castells 2000a:
6-10). He goes to great lengths to empirically describe this network
society, but repeating this is unnecessary here. The key issue is to examine
what he means by a network. Unfortunately, despite his extensive
description of twenty-first-century society as a network society, Castells
offers little definition of a network apart from claiming, 500 pages into
his analysis, that ‘A network is a set of interconnected nodes. A node is
the point at which a curve intersects itself. What a node is, concretely
speaking, depends on the kind of concrete networks of which we speak’
(Castells 2000b: 501; cf. Castells 2000a: 15). In his later theorisation of
power in communication Castells argues in a bit more detail when he
reasserts the conception of a network as a series of nodes and a node as a
curve that intersects itself, while adding that the importance of nodes lies
in the processing of information. He then develops his theory by arguing
that networks tend to reduce the distance between nodes to zero, that is,
a network tends toward the connection of every node to every other node.
For Castells, this means that networks are the unit, not the nodes, as the
nodes only make sense (including their relative importance) depending
on the nature of the network. Further, networks are constructed and
directed by human agents toward certain purposes. The result of seeing
networks as directed toward a certain activity, in which all nodes gravitate
to connecting to all other nodes, is that networks have a binary logic
of either inclusion or exclusion. This extends to connections between
networks, called protocols, which mean that networks once connected
tend to absorb or reject each other as nodes connect or fail to connect
(Castells 2009: 19-22).

Here we have in a condensed fashion a theory that articulates the idea
of the network in the twenty-first century. Networks are anti-hierarchi-
cal connections of nodes that are peers to each other, that is, nodes can
connect to all other nodes directly, creating a flat, horizontal form of
coordination. I will borrow the term ‘dis-organisation’ from participants
in the alter-globalisation movement to refer to this kind of organisation.
The term was (and is) used among activists who sought such networked
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forms of connection to ensure that they were not only protesting against
exploitations but were also, at the same time, constructing or ‘pre-figuring’
a more just society by creating direct democracy within their own groups.
This articulates the moral claim often made about networks that they are
a more democratic and equal form of group cohesion than hierarchies
(McKay 1998; Jordan 2002).

This is a vision of a flattened hierarchy in which each particular node
connects to each other node, creating an opposite vision of authority and
organisation to the idea of pyramidal organisation in which authority
flows up to fewer and fewer nodes who each have authority to direct each
node below them. Such a vision of networks is not unique to Castells, and
can be found in the work of many others who examine society after the

rise of digitisation and the internet. As Mueller comments:

We are said to live in a networked society or, even more grandly, the
networked society. Instead of the wealth of nations, we read about
the wealth of networks. Political scientists searching for new labels
to describe the ferment in global governance have joined this parade.
We hear of global policy networks, transgovernmental networks,
transnational advocacy networks, and networked governance. (Mueller

2010: 17)

Mueller might also have mentioned the idea of ‘networked individualism’
as the ‘new social operating system’ (Rainie and Wellman 2013). At the
same time there has been a more general rise in social network theory that
often addresses different kinds of networks than those Mueller describes
(Kadushin 2012).

With this initial understanding of networks, I can turn to what is the
most important criticism and development of such network theories,
by paying attention to the dimension that Castells mentions only at the
end of this theory of networks, namely the idea of protocols. Even if we
accept the vision of networks just given and can make sense of the idea
of a node being the point where a curve intersects itself, we are still left
with a question about what constitutes a node and the ability of a node
to connect to another node in any network. At a general level, Castells
misconstrues this question as being about the connection of nodes to each
other, whereas it is an issue of the rules by which nodes are constituted
in such a way as they are able to connect. Castells mentions protocols
but tends to underplay their importance because he confuses the rules
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by which connections may or may not be made and maintained with the
actual connections that are made (Castells 2009: 20). This might seem too
subtle a distinction to make a difference, but without it the importance
of protocols is missed because once we focus on connections in action
then our attention is already back on the network and the consequences
of connected nodes, thereby limiting the role of protocols in favour of
the anti-hierarchical nature of networks. Galloway’s work makes it clear
that the concept of protocols as rules for connecting nodes is at least as
important in understanding the (dis)organisation of information power as
the idea of the network as a flattened hierarchy of peered nodes.

What keeps a network together? The focus with networks is often on
their dispersed, decentred, peer and directly connected nature, but we can
ask what brings a network into existence and keeps it in existence? What
is missing from much network theory is a sense of what kinds of nodes
can connect to each other, what they can send and receive and how they
maintain connection. While flattened hierarchies have received much
attention, the forms of control that establish a network’s boundaries and
connect it internally is a form of control that draws less attention. This
is where Galloway’s work has been important in recognising the role of
protocols and the mechanisms of control in networks.

If we consider any network then we have to solve the problem of
what makes a node in a network and what enables it to connect. In any
network connection is not automatic but must be made. Galloway argues
that ‘in order to initiate communication, the two nodes must speak the
same language. This is why protocol is important. Shared protocols are
what defines the landscape of the network — who is connected to whom’
(Galloway 2004: 12). Nodes in a network must in some sense ‘speak’ the
same language and be able to recognise this in each other, and it is the
protocol that defines what this language consists of and what this language
will allow to happen in the network — whether it is a computer network
operating according to certain software codes or a train network operating
according to switches and rails.

Galloway’s view of the internal mechanism of a protocol can be
connected to the earlier discussion of algorithms and recursion because
he argues ‘that the protocol is not by its nature horizontal or vertical, but
that protocol is an algorithm, a proscription for structure whose form of
appearance may be any number of different diagrams or shapes’ (Galloway
2004: 30). If a network has often been characterised through such terms as
horizontal and vertical, particularly in their opposition, then the protocol
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operates differently with the step-wise argument of the algorithm. The
‘new knowledge logic’ that Gillespie identifies as key to algorithms is at
work here, with protocols being defined by the particular ‘proceduralized
choices’ the relevant algorithm consists of (Gillespie 2014: 192). These
are specific algorithms that are focused on the nature of connection and
the maintenance of connection, which means that through these choices
being made within a protocol’s algorithm a node may come into existence
because it is able to connect; that is, connection is defined by the protocol
and to be a node in a particular network is to be able to connect. This
ability to connect must also deal with the definition of what can be done,
because to be able to connect is to be able to transfer whatever it is that

travels within the network.

Protocol is a universal description language for objects ... Protocol

. is a structuring agent that appears as the result of a set of object
dispositions. Protocol is the reason that the Internet works and
performs work. In the same way that computer fonts regulate the
representation of text, protocol may be defined as a set of instructions
for the compilation and interaction of objects. Protocol is always a
second-order process; it governs the architecture of the architecture
of objects. Protocol is how control exists after distribution achieves
hegemony. (Galloway 2004: 74-5)

For these reasons, protocols tend toward an absolute logic of connection
or no connection. Meeting the requirements of a protocol means not
only that a node on the network comes into existence but also that that
node gains all the possibilities of that network. Only if another protocol
intervenes does each node find itself restricted or restructured in some
way, but meeting the requirements of a protocol means that, in a flash,
a node appears and gains the status of other nodes that meet the same
requirements. ‘To follow a protocol means that everything possible
within that protocol is already at one’s fingertips. Not to follow means no
possibility” (Galloway 2004: 53, 167). For this same reason, protocols are
often invisible because once their requirement is met and a connection
is made then it is the network’s possibilities that become the focus of
any node or user of a node. Once one connects a broadband router and
one’s computer negotiates the internet protocol with that router, then
connection is made and all the variety of the internet becomes the focus
of attention. The protocol makes this possible, but the strong tendency
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toward an ‘all or nothing’ logic of a protocol means that once connection
is achieved the manner of connection is no longer of concern, having been
superseded by what using that connection can bring to a node.

My understanding of Galloway is then that protocols are formalised
and proceduralised logics that define the language of a network. Meeting
the requirements of the protocol means both becoming a node and being
able to connect to the network, gaining all the capabilities of that network
as defined by the protoc